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Abstract

Probing the Growth of Black Holes

at the Limit of Large Telescopes

Direct kinematical measurements of black hole (BH) masses require to resolve the sphere
of influence at sub-milliarcsecond scales. Here, two novel observational approaches are
studied that exhaust the resolution limit of modern large telescopes in order to allow for
tighter constraints on masses and growth mechanisms of BHs. The first approach applies
holographic speckle imaging techniques to near-infrared images after partial atmospheric
turbulence correction. Based on simulations and observational data, we show that the com-
bination of techniques recovers the diffraction limit of 8 m-class telescopes for stars too faint
for classical speckle imaging. This approach will allow for tracing BHs directly via stellar
kinematics. The second technique uses the spectroastrometric signal of the quasar broad
emission line region in order to constrain its geometric and kinematic structure. We extract
this signal from adaptive-optics-assisted near-infrared spectroscopy with an 8 m telescope
and carefully study the uncertainties. The comparison of the data to our model allows us to
report on the first tentative detection of the spectroastrometric signal of a luminous quasar
and thereby for constraining its BH mass, the first direct measurement beyond a redshift of
z = 2 and out of the detection range of reverberation mapping or optical interferometry.
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Zusammenfassung

Erforschung des Wachstums von Schwarzen Löchern

an der Auflösungsgrenze von Großteleskopen

Direkte kinematische Messungen der Masse von Schwarzen Löchern (BHs) erfordern eine
Auflösung des Einflussbereichs auf Skalen unterhalb von Millibogensekunden. Hier werden
zwei neuartige Beobachtungsansätze untersucht, welche die Auflösungsgrenze moderner
Großteleskope ausreizen, um engere Einschränkungen für Massen und Wachstumsmecha-
nismen von BHs zu ermöglichen. Der erste Ansatz wendet holographische Speckle-Imaging-
Techniken auf Nahinfrarot-Bilder nach partieller Korrektur atmosphärischer Turbulenzen
an. Basierend auf Simulationen und Beobachtungsdaten zeigen wir, dass die Kombination
von Techniken Beobachtungen an der Beugungsgrenze von Teleskopen der 8 m-Klasse für
Sterne ermöglicht, welche für die klassische Speckle-Abbildung zu schwach sind. Dieser
Ansatz wird es ermöglichen, BHs direkt über die Sternkinematik nachzuweisen. Die zweite
Technik nutzt das spektroastrometrische Signal der breiten Emissionslinienregion von Qua-
saren, um deren geometrische und kinematische Struktur einzuschränken. Wir extrahieren
dieses Signal aus mit adaptiven Optiken unterstützten Nahinfrarot-Spektroskopiedaten von
einem 8 m-Teleskop und untersuchen sorgfältig die Unsicherheiten. Der Vergleich der Daten
mit unserem Modell erlaubt es uns, über den ersten vorläufigen Nachweis des spektroastro-
metrischen Signals eines leuchtkräftigen Quasars und damit zur Eingrenzung seiner BH-
Masse zu berichten, die erste direkte Messung jenseits einer Rotverschiebung von z = 2 und
außerhalb des Nachweisbereichs von Reverberation Mapping oder optischer Interferome-
trie.
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Outline of this Thesis

The subject of this dissertation is the study of how one can use existing instrumentation
on modern large telescopes in order to constrain further the growth mechanisms of black
holes (BHs) and BH demographics. It is structured into the following parts:

I. Part I reviews the most relevant concepts of optics related to the resolution limits of
modern telescopes (Chapter 1) and the principle physics of BHs (Chapter 2). Finally,
this part outlines open questions in the astrophysical context of the growth and demo-
graphics of BHs and thus motivates Parts II and III.

II. Since BHs can be traced by their gravitational impact on stellar orbits, Part II covers a
study of how high-precision astrometric measurements can be obtained from the ap-
plication of adaptive optics (AO) corrections and subsequent image reconstruction. To
this end, we simulate the expected performance of image reconstruction algorithms
when applied to AO-corrected short-exposure imaging data in Chapter 3. Then, in
Chapter 4, we develop a new observing mode for the near infrared (NIR) imaging in-
strument LBT/LUCI and challenge the simulations from Chapter 3 with observational
data. A second test of the predictions against observational data follows in Chapter 5,
with a comparable archival data set.

III. In Part III, we showcase how the spectroastrometry (SA) signal of the quasar broad
(emission) line region (BLR, see Chapter 6) can be extracted from the spectra of quasars
(see Chapter 7) and modelled in order to constrain the mass of and accretion flow of
gas onto supermassive black holes (SMBHs) (see Chapter 8). This study covers the first
direct measurement of the quasar BH mass beyond a redshift of z = 2.

IV. The thesis is concluded in Part IV by summarizing the work in Chapter 9 and pro-
viding an outlook to future applications of the two novel observational approaches in
Chapter 10.

V. Supplementary material follows in Part V.

Throughout this work, we assume a standard cosmology with H0 = 69.6 km s−1 Mpc−1 and
ΩM = 0.3.
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Chapter 1

The Resolution Limit of
Large Telescopes

Observing is more than the mere perception of light – it is also about resolving objects
and using the information transported in the light to understand the environment. In
Astronomy, we use telescopes to understand the celestial sphere. Before going into the
details of individual observing techniques at the resolution limit of large telescopes, we
have to understand what defines such a limit. Throughout this work, we consider tele-
scopes with a primary mirror diameter of 8 m to 10 m as large telescopes – examples
are the Very Large Telescope (VLT) on Cerro Paranal, Chile, the Large Binocular Tele-
scope (LBT) on Mount Graham, Arizona, USA or the Subaru, Keck and Gemini-North
telescopes on Mauna Kea, Hawaii, USA.

1.1 The Ideal Telescope

While the principles of optics that define the resolution limit of a telescope are textbook
knowledge, this chapter briefly reviews the most important concepts with respect to the
general scope of this work, intended to create some helpful links. Throughout this chapter,
we will follow the description by Demtröder (2004) and assume a coordinate system defined
such that z is the optical axis and x and y are used to describe the perpendicular planes, such
as the aperture plane or pupil plane (at z = 0) and the screen or focal plane (at z = zfocus ≡
z0).

The primary mirror of a modern large reflective telescope is the aperture to the optical
system behind it, at z > 0. Besides other characteristic optical features, which we will discuss
later, the aperture diffracts the incoming light or, more precisely, the (complex) electric field
E. From the single slit experiment, we know that the intensity distribution of the light on
a screen at z0 ≫ D2/λ (the far field approximation), with D the width of the slit and λ the
wavelength of the light, is described by the Fourier transform of the aperture. This result for
the far field approximation is referred to as Fraunhofer diffraction and can be expressed as

Iz=z0(x′, y′) ∝ |Ez=z0(x′, y′)|2 = |F [τ(x, y) Ez=0(x, y)]|2 , (1.1)

where I is the intensity, E the (complex) amplitude of the electric field, F the Fourier trans-
form operator, τ the transmission function, and x′ and y′ the coordinates in the focal plane
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FIGURE 1.1: (left) The Airy diffraction pattern. The color map is square-root-scaled to
emphasize the characteristic ring structure. The red dashed circle indicates the annulus
of first zero. (right) A cross section through the Airy disk. The dashed black curve is the
best-fit approximation with a Gaussian (see Equation 1.7).

(at z = z0). Before we continue and analyze the properties of such an intensity distribution,
we need to understand the effect of the transmission function τ at the basic example of an
ideal circular aperture with τ = 1 for r(x, y) =

√︁
x2 + y2 < rmax, and 0 elsewhere. Since

the Fourier transform of a product of two functions can be expressed by the product of the
Fourier transforms of the individual functions, we can separate F [τ E] = F [τ] · F [E], i.e.
study the effect of τ independent of the particular properties of E. For the point-symmetric
circular aperture, F [τ] is the real-valued sinc function. Since

F [τ](x′, y′) =
∫︂ +∞

−∞

∫︂ +∞

−∞
τ(x, y) · e−2πi(x′ ·x+y′ ·y)dxdy (1.2)

the units of the Fourier-conjugated variables x and x′ must be reciprocal and, since x′ is a
distance in the focal plane, the spatial frequency x has the unit of an inverse length. Now,
we directly see that τ(x, y) acts as a frequency filter, filtering information in terms of spatial
frequencies larger than xmax or ymax.

The apertures of modern large telescopes are typically circular, with a radius R. In this
case, the intensity distribution can be computed analytically and the result is referred to as
the Airy diffraction pattern:

I(θ) = I0

[︃
2J1(r̃)

r̃

]︃2

, (1.3)

where θ the angle of observation, I0 the peak intensity, J1 the Bessel function of the first kind
of order one, and r̃ = 2πR

λ tan θ parameterizing the radial distance from the optical axis,
where tan θ = r/z0 with r2 = x′2 + y′2. One example of this intensity distribution pattern,
the Airy disk, is depicted in Fig. 1.1.

This pattern tells us two things: First, since the light from any point-like source, such as
a star, emitted at large distances d ≫ z0, will be subject to the same diffraction, the inten-
sity from every such source is spread over the focal plane by the same function (hence the
term point spread function, PSF). Then, the image in the focal plane will contain a num-
ber of many Airy patterns, one for every source in the field of view (FoV) in the object
plane. Mathematically expressed, the focal plane image will be a convolution of the object
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plane with the Airy-function, Image(x′, y′) = Object(x′′, y′′) ∗ Airy(x, y). When we take
into account the aberrations induced by the optics, we will replace the Airy-function by the
generally more complex point spread function (PSF) in the following and obtain:

Image = Object ∗ PSF (1.4)

Secondly, we can use the Airy pattern to define the resolution limit of the telescope: in
the limit of two sources being projected to almost the same position in the object plane, their
respective Airy patterns will blur together such that the observer cannot tell apart the two
objects, the two objects are unresolved. The Rayleigh-criterion tells us that the objects are
resolved, however, if the two objects are projected at an angular distance

θ0 = 1.22 λ/D , (1.5)

which is the radius of the first annulus of zero intensity of the Airy function (see red dashed
markers in Figure 1.1). This way, the intensity at a distance θ0 from the first source is exactly
the peak intensity of the second source.

The fact that two sources can in some cases be separated also at smaller distances, also led
to other definitions of the resolution limit in terms of multiples of λ/D. For example, if one
has a good model of the PSF and fits multiple realizations of this model to the image, one can
in principal separate two sources even if they are closer than θ0. Still, the above definition is
the principal criterion that is conventionally referred to as the resolution limit of a telescope.
In practice, the Airy pattern is often approximated by a two-dimensional Gaussian (see right
panel of Figure 1.1). The characteristic width of the corresponding best-fit Gaussian is:

σAiry, best−fit = 0.42 λ/D (1.6)

FWHMAiry, best−fit = 2
√

2 ln 2 · σAiry, best−fit = 0.989 λ/D . (1.7)

1.2 Atmospheric Aberrations

In the above consideration that led to the description of the PSF, we neglected the effect that
a number of elements in the optical path such as the primary, secondary and subsequent
mirrors and lenses in the telescope – and especially in the instrument attached to it – are
manipulating the PSF. Most prominently known are aberrations such as tilts and defocus of
the PSF (see examples in Fig. 1.2). In the above limit that the optics are propagating the light
without aberrations, the PSF will be well-approximated by the Airy-pattern and the optics is
referred to as operating at the diffraction limit, as we are merely accounting for the diffraction
in the aperture plane. It is worthwhile noting, however, that the central obscuration by
the secondary mirror above the primary and its support structure (the "spiders") of modern
large telescopes are casting shadows on the primary, which in turn create deviations from
the "perfect" Airy disk.

Optical aberrations that are due to the optics in the telescope and instrument are often
static or evolve only slowly, for instance under changes of the ambient temperature or pres-
sure. Certainly, one has to note here that large telescopes suffer from deformations of their
mechanical structure due to their own weight when changing the orientation for pointing
and guiding, especially when tipping the heavy large mirrors. A typical solution to compen-
sate for such deformations is the application of active optics, which make use of adjustable
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FIGURE 1.2: Numerically computed PSFs for multiple fundamental modes of optical aber-
rations, expressed in terms of Zernike polynomials. The phase maps are evaluated over
the circular telescope aperture. The color maps of the PSF panels are square-root-scaled to
emphasize the tails of the functions. The notable numerical artifacts originate from eval-
uating the PSFs on a finite grid; note especially the residual intensity in the center of the
tip/tilt panel.

elements, such as tip-tilt mirrors. Some deformation-induced aberrations can be well cal-
ibrated and the corresponding signals to the adjustable elements can be computed in ad-
vance. The adjustable optical elements then counteract the slow changes in the PSF of the
optics.

Optical aberrations that originate from the time-variant atmosphere are more challeng-
ing to correct when aiming to achieve a (near) flat wavefront, due to their fast and random
evolution on millisecond-time scales. In the following, I introduce the structure of the atmo-
sphere and the statistics of the atmospheric wavefront perturbations (see also the text books
by Glindemann, 2011; Léna et al., 2012). Then, I will take a look at common approaches to
compensate for such atmospheric aberrations.

1.2.1 The Perturbed Pupil Plane Wavefront

The above definition of the resolution limit θ0 of a telescope is implicitly based on the as-
sumption that there are no phase perturbations across the aperture, i.e. the wavefront in
the pupil plane of the telescope is planar. However, for ground-based observatories this
is practically never the case, since the incoming waves are heavily perturbed by the tur-
bulent atmosphere above the telescope, as we will see in the following. A wavefront that
arrives at the top of the atmosphere can be well approximated by a plane wave. When prop-
agating through the atmosphere, however, the wave encounters air "bubbles" of different
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Phase PSF

FIGURE 1.3: (left) The perturbed wavefront in the telescope aperture. (right) The corre-
sponding instantaneous speckle PSF.

temperatures, densities, and chemical composition and hence different index of refraction
with the effect that parts of the wave experience a delay with respect to others, which pri-
marily propagate through a medium with a more optimal index of refraction. Upon arrival
at the telescope aperture, the wavefront is imprinted with a fine structure of phase delays
(see Figure 1.3, left panel), which can be expanded into a linear combination of the Zernike
polynomials, depicted in Figure 1.2. This wavefront deformation enters the description of
the PSF by inserting the complex phase shift, E → E0 eiϕ in Equation 1.1.

We can describe this observable structure by an optical path delay function ℓ(x), a func-
tion of position x = (x, y) in the aperture, and this function can be linearly translated into a
function of phase delay ϕ(x) = 2π

λ ℓ(x), which then becomes a quantity of angular dimen-
sion and which is depending on the wavelength under consideration. Statistically, the phase
delay can be analysed by means of the structure function Dϕ, with

Dϕ(r) = ⟨[ϕ(x + r)− ϕ(x)]2⟩ Kolmogorov−−−−−−−→
model

Dϕ(r) = 6.88
(︃
|r|
r0

)︃5/3

, (1.8)

where r0 is the atmospheric coherence radius, typically referred to as the Fried parameter, and
where the righthand expression for Dϕ(r) is derived under the assumption of Kolmogorovs
model of atmospheric turbulence (Kolmogorov, 1941a; Kolmogorov, 1941b; Tatarskii, 1961).
r0 is defined such that the phase is coherent within a circle of radius r0 and the phase root
mean square (RMS) is thus 1 rad. Hence, large r0 is an indicator of good observing condi-
tions. One has to note that r0 ∝ λ6/5 is depending on the wavelength under consideration
and is typically evaluated at 500 nm – for a typical seeing of S = 1 arcsec at λ = 500 nm,
r0 ≈ 10 cm.

Empirically, the atmosphere consists of distinct layers. Each of these layers is moving at
its own speed and direction (for the example atmospheric layer structure on Cerro Paranal,
see e.g. Kendrew et al., 2012). Furthermore, every layer is causing its own aberrations by
maintaining its own characteristic "screen" of optical path differences. Then, since the struc-
ture of hot and cold gas bubbles within a given layer evolves slowly compared to the speed
at which the layer itself is moving along, we can treat the path delay screens in good approx-
imation as a frozen flow (Taylor’s frozen flow hypothesis). This fact comes in handy when
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simulating atmospheric aberrations, since one can employ separate matrixes of path delays
for every atmospheric layer’s phase screen.

An important consequence of the above findings is that we can divide the telescope
aperture (with diameter D) into a number of Ncells ∝ (D/r0)

2 coherent cells, which are all
refracted independently of another. Hence the PSF will consist of a superposition of Ncells

Airy-patterns that are partially overlapping to form brighter speckles, if two or more coher-
ent cells are coherent with each other by chance. This effect is known as speckle interference
and the resulting PSF is referred to as a speckle PSF (see Fig. 1.3, right panel). Since the
Airy-patterns of each coherent cell are connected only to a corresponding circular aperture
of radius r0, the speckle PSFs have a width ∝ λ/r0 instead of ∝ λ/D (cf. Eq. 1.5). It is
worthwhile noting that the degree of granularity of the speckle PSF depends on the number
of coherent cells (as stated above) and thus, via r0, on the observed wavelength (with a finer
structure towards shorter wavelengths) and of course the atmospheric coherence (with a
larger number of speckles for shorter r0). Furthermore, the individual speckles are evolving
on the atmospheric coherence time scale τ ∝ r0/v̄wind, which is set by the average speed
v̄wind of the atmospheric layers. Since this time scale is small, with

τ = 0.31
r0

v̄wind
≈ 1.5 ms

(︂ r0

10 cm

)︂(︃ v̄wind

20 m s−1

)︃−1
, (1.9)

the individual speckles will quickly blur together to form a seeing-limited PSF. After about
1 s, this PSF can be well approximated by a Gaussian with the characteristic width, the seeing
S :

S ≡ FWHMseeing
(1.7)
= 0.989λ/r0 ≈ 1 arcsec

(︃
λ

500 nm

)︃(︂ r0

10 cm

)︂−1
. (1.10)

That means, when observing with a large telescope under natural seeing conditions and in
the optical, the observer will not achieve a better angular resolution than a 10 cm telescope,
regardless of the actual diameter of the telescope, if the discrete integration time (DIT) is
≫ τ0.

1.2.2 Recovering the Diffraction-limited Image

Several algorithms have been invented to overcome the seeing limit, by reconstructing the
diffraction-limited image from observational data taken under natural seeing conditions. In
the following we will take a look into three important concepts:

The simple shift-and-add algorithm

The simple shift-and-add (SSA) algorithm makes use of the fact that statistically speaking
there will always be a number of wavefront cells that are coherent enough to form only a
low number of bright speckles (e.g. Bates and Cady, 1980). It is crucial though that obser-
vational data have not been exposed longer than some empirical limit of ∼ 100 − 200 ms, as
such short exposures still contain speckle PSFs, whereas for longer exposures the speckles
are blurred into the Gaussian seeing PSF. However, if exposed for short enough, one can
estimate the brightest speckle for a series of Nexp exposures and align the brightest speckles.
This is typically done by simply shifting the individual exposures and co-adding them. De-
pending on the observing conditions, namely if they allow for one brightest speckle contain-
ing most of the energy, this algorithm can deliver quite a good reconstruction (see Fig. 1.4).
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FIGURE 1.4: (left) Reconstructed PSFs for the simple shift-and-add algorithm (top) and the
holographic reconstruction (bottom) of the same data. (right) Cross-sections through the
intensity peak. The dashed black and solid red curves are one-dimensional models of the
respective PSF.

In the reconstructed PSFs, the diffraction-limited peak becomes visible. However, all the en-
ergy that is not contained in the brightest speckle is co-added into the seeing halo, a remnant
of the seeing PSF.

Lucky imaging

Lucky imaging typically delivers a narrower PSF than what can be obtained from the SSA
algorithm (see e.g. Fried, 1978). This is achieved by choosing only a subset of exposures that
already have a by-chance narrow speckle PSF due to a casual coherence of a large number
of the coherent cells. In such a case, all the speckles form one bright speckle that has a width
comparable to the actual diffraction limit of the telescope. It is common to use only 1 − 10%
of the exposures with the narrowest speckle PSFs – this technique is notably inefficient in
terms of observing time but the obtained image reconstructions have a resolution close to
the diffraction limit and only a small fraction of the photons populate the seeing halo.

Besides sufficient weather conditions such as little atmospheric turbulence, the perfor-
mance of this technique is heavily depending on the telescope diameter. This is due to the
fact that larger apertures sample a larger number Ncells of coherent cells, which are in turn
less likely to become coherent to finally allow for a lucky image. In fact, this the probability
PLI of obtaining a lucky image goes as PLI ∝ exp{−(D/r0)

2} (Fried, 1978). Hence, this tech-
nique has been traditionally applied only to data taken by telescopes with D ≲ 2 m, where
for larger telescopes more sophisticated algorithms need to be applied (such as holographic
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imaging, see below). It is worthwhile noting that, e.g. Law et al. (2009), Velasco et al. (2016,
2018) successfully applied lucky imaging to short-exposure observations obtained from 5 m
and the 4.2 m telescopes, respectively, however with the assistance of AO systems (see Sec-
tion 1.2.3). After all, the combination of decreasing observing time efficiency with increasing
observing time costs (at the larger telescopes) makes the use of lucky imaging prohibitively
expensive at ≳ 4 m telescopes.

Holographic speckle imaging

Holographic speckle imaging is conceptually different from the above algorithms in that
it invokes a deconvolution of the speckle PSF from the focal plane image. Based on the
convolution relation between the image, the object and PSF (Eq. 1.4), Primot et al. (1990)
have proven that the statistically best reconstruction of the Fourier transform of the object
FO, is obtained by

I
(1.4)
= O ∗ P ⇔ F I = FO · FP −→ FO =

⟨F Im · FP∗
m⟩

⟨FPm · FP∗
m⟩

, (1.11)

where I is the image (or equivalently the intensity distribution in the focal plane), O is the
intensity distribution in the object plane (the plane of sky), P is the PSF, F is the Fourier
transform operator, ∗ denotes the complex conjugate, and the averages ⟨·⟩ are evaluated in
time direction, where m ∈ Nexp denotes the index of the exposure.

While the estimates of the PSFs can be obtained from wavefront sensor (WFS) data (as
suggested by Primot et al., 1990), one can in principal also estimate the PSFs from the in-
dividual exposures themselves. Schödel et al. (2013) implemented the holography algo-
rithm such that they iteratively measure the position of bright reference stars, which pro-
vide a good estimate of the speckle PSF by also populating weaker speckles with photons,
then extract and combine the speckle PSFs (sampled on the detector grid) from apertures
around these reference stars, apply the statistical deconvolution from Eq. 1.11, and recon-
struct the image by convolving FO with the theoretical diffraction-limited PSF (or the Gaus-
sian approximation of it). Hence, the corresponding reconstructed PSFs are narrow and
point-symmetric (see bottom panels of Figure 1.4). After a small number of iterations of re-
measuring the exact position of the reference stars and thus a more precise estimate of the
combined speckle PSF, they obtain image reconstructions with a quality comparable to the
diffraction limit.

Now, two advantages of using the statistical deconvolution from Equation 1.11 over a
direct deconvolution of the PSF are worthwhile mentioning: First, by averaging over a large
amount of PSF frames in the denominator of that equation, one avoids division by zeros (or
small numbers close to zero), which could appear due to random fluctuations in the noise
in individual frames but are unlikely to appear in the average. To understand the second
advantage, we have to briefly introduce into the terminology of the transfer functions:

FPSF ≡ OTF

OTF · OTF∗ = |OTF|2 ≡ MTF2 ,
(1.12)

with the optical transfer function (OTF) and the modulation transfer function (MTF). A
consequence of expanding the fraction in Eq. 1.11 hence is that the denominator is free of the
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FIGURE 1.5: The control loop of an AO system with the principal constituents: The
deformable mirror (DM), beam-splitter, WFS, real-time computer, and the scientific instru-
ment, obtaining the corrected wavefront. Dashed lines represent the light of two wave-
length ranges and dotted lines are electronic signals.

highly-variable phase component contained in the OTF but not in the MTF. Thus, the MTF
estimate introduces little uncertainties due to variability of the atmosphere.

1.2.3 Active Wavefront Control: Adaptive Optics Systems

With ever larger primary mirror sizes, the diffraction limit increases inverse proportional
with the aperture diameter D (see Eq. 1.5). Despite this, the achievable angular resolution
under natural observing conditions is fixed to the seeing limit S (see Eq. 1.10), such that as-
tronomers can just make use of the larger photon collecting area of the telescope but not of
the theoretically increased angular resolution. Also, image reconstruction algorithms tend to
perform worse with increasing aperture diameter due to the quadratically increasing num-
ber of coherent cells sampled, which, again, increases the complexity of the speckle PSF.

The solution to this problem are adaptive optics (AO) systems. Conceptually, all such
systems are made of control loops consisting of a wavefront sensor (WFS) and a deformable
mirror (DM; see Fig. 1.5). Typically control loop frequencies are on the order of 0.5 − 1 kHz.
In principal, all WFS designs sample the current shape of the PSF based on some reference
point source. This can be a natural guide star (NGS) or an artificial laser guide star (LGS). To
avoid subtraction of valuable photons from the science camera, the WFS typically operates
at a different wavelength interval than the science observations. The light that is fed to
the WFS is separated from the science signal by a beam-splitter, mounted as close to the
science camera as possible, to avoid aberrations originating in the non-common path. There
are several WFS concepts for constraining the wavefront, where the phase information ϕ(x)
itself is lost when measuring the absolute square of the complex field E, i.e. the intensity
distribution I (see Equation 1.1).

The WFS data are then sent to a real-time computer, which computes the inverse wave-
front deformation, which in turn is sent to the DM, in order to apply the inverse pertur-
bation. A common design is to mount a thin deformable or segmented mirror surface to
some piezo-electric actuators, such that the surface can be shaped exactly inverse to the
atmospheric wavefront deformations. In theory, the deformation of the DM compensates
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the deformation of the incoming wavefront exactly and the PSF in the focal plane will be a
diffraction-limited Airy-pattern. In practice, however, the quality of compensation depends
heavily on the particular design of the system and also on the weather conditions – typically
AO systems perform better in calm nights with little wind and atmospheric turbulence.

In the following, we will briefly outline three fundamental AO system designs and dis-
cuss their respective advantages and disadvantages, which will be important in the course
of this work.

Single-conjugate AO Systems

Single-conjugate AO (SCAO) systems are close to the general concept introduced above.
They typically make use of one WFS, whose conjugate focal plane is typically located at
infinity such that the WFS measures the wavefront aberrations as integrated through the
total atmospheric column above the telescope aperture. After compensating the wavefront
aberrations with a DM, the PSF on the axis of the NGS is hence at the diffraction limit. A
downside of such a design is the inhomogeneity of the natural seeing PSF across the field of
view – with increasing angular distance from the guide star the AO-corrected PSF deviates
stronger from the Airy-pattern in that the PSF becomes elongated radially with respect to
the NGS. SCAO systems are hence primarily used for narrow FoV or on-axis observations,
with the science target being on the same axis as the NGS, i.e. the science target is used as
the NGS.

Ground-layer AO Systems

In contrast to the SCAO systems, ground-layer AO (GLAO) systems correct only for aber-
rations originating from the atmospheric ground layer, which empirically has the strongest
turbulence and thus introduces a large fraction of the total aberrations – for the conditions
on Cerro Paranal, Chile, Kendrew et al. (2012) measure a fraction of 41% of aberrations being
introduced by the layer below 300 m altitude (67% below 900 m altitude). To this end, GLAO
systems make use of one or more guide stars and especially LGSs that are projected into the
night sky around the science FoV. The lasers are exciting, for instance, sodium atoms in
the sodium-rich atmospheric layer at ∼ 90 km altitude so that the WFSs can use the back-
scattered photons acting as a synthetic guide star. Using LGSs has the strong advantage over
using NGSs that there is always an available guide star, but on the other hand this has the
disadvantage that the back-scattered light is not propagating through the whole atmospheric
column and the LGS-based AO system is hence not sensitive to aberrations introduced by
layers at higher altitudes. Furthermore, LGS-based systems are constrained to guarantee
the safety of aircraft above the telescope. In the example case of LBT/ARGOS using three
LGSs placed around the FoV, the corresponding WFSs sample slightly different cones of at-
mosphere (Rabien et al., 2010). The WFS data are then averaged and sent to the DM. With
such an averaged correction, the obtained PSF is already a factor of 2 − 3× narrower than
the corresponding natural seeing disk. Also, unlike in the case of SCAO systems, the PSF
will be rather homogeneous across the FoV.

Multi-conjugate AO Systems

Multi-conjugate AO (MCAO) systems are expanding the concept of GLAO systems to cor-
rect for more atmospheric layers than just the ground layer. For instance, the LBT/LN sys-
tems has a second set of WFSs that are conjugated to another atmospheric layer a higher
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altitude (e.g. Arcidiacono et al., 2018; Herbst et al., 2003). Such systems typically deliver
higher image quality than GLAO systems and a more homogeneous PSF across the FoV, but
at the cost of a more expensive system with qualitatively stronger requirements on the guide
stars.

Enhanced Seeing/ Super-seeing Modes

Enhanced seeing modes (ESMs) or super-seeing modes are typically reduced operation modes
of SCAO systems, where only a reduced number of aberration orders (the lowest order
Zernike modes from Figure 1.2) is measured and subsequently corrected for. This has the
advantage that the guide star does not need to be as bright as in full SCAO mode. Also,
the control loop matrix is significantly reduced in dimension and thus the inversion is com-
puted much faster such that the system can operate at larger loop frequencies. Furthermore,
since the spatial decorrelation of the lower-order modes is "slower" in spatial direction than
for higher-order modes, the correction is valid for a larger FoV. One example implementa-
tion, important in the course of this work, is the LBT/ESM offered for observations with the
LBT/LUCI twin instruments. In this case, the corrected PSFs already are a factor of 1.3− 2×
narrower than the natural seeing S (Rothberg et al., 2019).

1.3 Astrometry

Astrometry is the (precise) measurement of the position of the image of a star (or similar
luminous astronomical object) or spectrum (e.g. Lindegren, 1978). Typically, the barycenter
(the centroid) of the spatial PSF is used to measure the position of the object. In other cases,
one applies least-squares fitting of a model of the PSF to the data. Either way, with the
presence of noise in the image this measurement becomes more demanding as large outliers
in the far tails of the PSF potentially have large impact on the measurement. It is hence
recommended to incorporate a weighting function in this measurement – with Gaussian
weights, for instance, one can reduce the impact of outliers in the tails while giving more
weight to the bright center of the PSF (e.g. Lindegren, 1978). Before inspecting the limits of
such a measurement below, it is worthwhile noting that both fitting a PSF model to the data
and applying a weighting function typically do not account for fine imperfections of the PSF,
i.e. deviations from a Gaussian or Airy disk due to photon counting statistics.

In the limit of photon noise dominated observations, the uncertainty of a flux measure-
ment (in a given pixel) is ∝ N1/2

ph from Poisson statistics, where Nph is the signal, i.e. the
number of photons collected in the pixel. The signal-to-noise ratio (SNR) for the given pixel
is hence SNR = N1/2

ph . Lindegren (1978) derived the following expression for the astrometric
uncertainty σs of the centroid (the uncertainty of the flux-weighted mean):

σs ∝
σPSF

N1/2
ph

=
FWHMPSF

2.35 · N1/2
ph

. (1.13)

In this expression, the proportionality constant is of order unity but depends on the extrac-
tion method (e.g. optimal extraction, least-squares fitting, or trimmed flux-weighted mean)
and the actual distribution of intensity (such as a one or two-dimensional Gaussian, an Airy
diffraction disk, or a seeing disk), and typically ranges from 1.2 − 1.7 (cf. Table 1 of Linde-
gren, 1978). However, it is a fundamental result that the astrometric precision improves with
increasing number of collected photons. In other words, simply increasing the exposure time
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of the experiment will improve the final precision. Furthermore, repeating an astrometric ex-
periment with a telescope of larger aperture diameter D (and assuming a diffraction-limited
PSF) improves the precision quadratically,

σs ∝
λ/D

(D2)
1/2 =

λ

D2 , (1.14)

as FWHMPSF ∝ D−1 and Nph ∝ D2. This will be of particular interest with the first light
of the next generation of Extremely Large Telescopes (ELTs) such as the 39 m ESO/ELT, the
24.5 m GMT or, finally, the 30 m TMT. With respect to an 8.2 m telescope, they will have
factors of 23, 9, and 13× smaller expected optimum astrometric accuracies σs, respectively.

In this work, astrometric techniques are applied in the following two use cases: First,
Chapters 3, 4 and 5 discuss a novel image reconstruction technique based on the application
of both, AO control and (holographic) image reconstruction algorithms. The image quality
of the reconstructed image is then estimated by means of the allowed astrometric precision
(as a function of stellar brightness), since this is a crucial quantity for measuring stellar orbits
in dense stellar systems (cf. the detection scenarios for BHs in globular clusters (GCs), in Sec-
tion 2.1.3). Especially since the gravitational influence of the BHs is strongest for lower-mass
stars, it is worthwhile to trace the orbits of these objects that tend to have lower brightness;
and this requires high astrometric precision on the faint object.Secondly, in Chapters 6 to 8,
we will use spectroastrometry (SA; e.g. Bailey, 1998), i.e. measure the astrometric position
of the dispersed object (such as a star or quasar) as a function of wavelength. This method
can be used to trace the rotation curve or kinematic structure of a rotating disk, such as the
quasar BLR (see also Section 2.2.1), and hence allows for placing astrophysical constraints
on the accretion flow onto SMBHs.
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Chapter 2

The Growth of Black Holes

The relevance of black holes (BHs) to today’s Astronomy – and Physics in general – is
clearly evident with the Nobel Prize awards in Physics 2020. Among other (actually
more important) differences, this acknowledges important work on two distinct popula-
tions of BHs, the stellar-mass BHs and SMBHs. While Roger Penrose derived how the
formation of stellar-mass BHs is a natural product of collapsing high-mass stars (Pen-
rose, 1965), Andrea Ghez and Reinhard Genzel were honoured for their work on Sgr A∗,
a ∼4 × 106 M⊙ SMBH at the center of the Milky Way (e.g. Genzel et al., 2010; Ghez
et al., 1998, 2008). This chapter provides a brief summary on the fundamental physics
of BHs (Section 2.1) along with implications on the detection of these objects. Then,
Section 2.2 introduces to active galactic nuclei (AGN), an important class of objects con-
taining BHs. This chapter is concluded by formulating two fundamental questions in the
context of BH populations and growth mechanisms (Section 2.3).

2.1 Fundamental Physics of Black Holes

Historically, the existence of BHs has long been discussed. Already in the late 18th century,
e.g. Laplace (1799) speculated that objects could exist with a mass density sufficiently large
such that not even light can escape their gravitational pull. By equating the escape velocity
with the speed of light, one obtains the radial distance to a massive object, below which noth-
ing, not even light can escape the gravitational pull. This characteristic distance, referred to
as the gravitational radius rg or Schwarzschild radius rS, can be expressed as

rg =
2GM

c2 ≈ 2.95 × 103
(︃

M
M⊙

)︃
m . (2.1)

In the particular case of a non-rotating BH, one can define a spherical surface of radius rg,
which is referred to as the event horizon. With non-zero angular momentum, i.e. the case of a
rotating BH, the shape of this surface becomes more oblate. Nonetheless, any object with all
its mass contained within this event horizon surface is referred to as a BH.

This section introduces the fundamental theory of BHs. So, in Section 2.1.1, we will
briefly discuss how massive objects can collapse to the extreme density of a BH. Then, in
Section 2.1.2, we will discuss how such objects accrete mass in order to grow more massive.
Finally, Section 2.1.3 introduces observing techniques for detecting black holes, including
electro-magnetic and gravitational waves.
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FIGURE 2.1: Scheme of the formation through stellar collapse (left) and mass accretion
(right) processes of black holes. The sizes of the individual components are not to scale.

2.1.1 Formation Channels

In order to form a BH, material of a star or other massive astronomical object has to be tightly
compressed to fit all its mass into its event horizon – from Equation 2.1 we directly see that
the mass of, for instance, the Sun would have to be compressed by more than a factor of
200 000 in radius to become a BH. The driving force of such a process is self-gravitation. In
a main sequence star, however, thermal pressure is stabilizing against gravitational contrac-
tion. Hence, the gravitational collapse of a star is enabled only once the stellar composition
is not sufficient to maintain nuclear fusion, providing the stabilizing thermal pressure. Once
these conditions are met, the gravitational collapse of a star will begin but it is inefficient in
that only a minor fraction of the mass ends up in the compact object while the majority is
accelerated outwards by the released gravitational energy via a core-collapse supernova (see
the scheme in Figure 2.1; also Fryer, 1999). Depending on the mass of the collapsed core, the
soon-to-be compact object, degeneracy pressure from electrons or neutrons may be sufficient
to stabilize the compact objects at the stages of white dwarfs or neutron stars, respectively,
and prevent the object from collapsing further towards a BH. Only the cores of high-mass
stars with masses ≳ 25 M⊙ are massive enough to form a BH via core collapse, where it is
worthwhile noting that progenitor stars between ∼ 130− 250 M⊙ experience pair-instability
supernovae disrupting the star completely and hence produce no BHs.

The extreme environment in the early universe led to the postulation of several forma-
tion mechanisms that could produce BHs beyond stellar masses (≳ 102 M⊙). The absence of
metals, for instance, that are required to cool star-forming gas prior to the protostellar col-
lapse leads to the common assumption that the earliest stars (Population III) have been very
massive, with M ≳ 250 M⊙. The BHs forming from the collapse of such a massive star will
have masses on the order of ∼ 150 M⊙ (e.g. Madau and Rees, 2001; Spera and Mapelli, 2017).
On the other hand, e.g. Begelman et al. (2006) and Loeb and Rasio (1994) have found that ha-
los of pristine, metal-free material can also collapse directly in order to form direct collapse
BHs (DCBHs). After a quasi-stellar phase that leads to the formation of a ∼ 10 − 20 M⊙ BH
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seed (similar to the formation process of stellar-mass BHs), the structure of the surround-
ing material can support a rapid BH growth and form SMBHs of ≳ 106 M⊙, where, under
sub-optimal conditions, this process is potentially halted yielding "only" intermediate-mass
black holes (IMBHs) on the order of MBH ∼ 103 − 104 M⊙ (Begelman et al., 2006). Tentative
observational evidence for the existence of these DCBHs is discussed by Pacucci et al. (2016).
A third scenario of the formation of higher-mass BHs, which is not per se restricted to the
early universe, was discussed by e.g. Portegies Zwart and McMillan (2002) and Portegies
Zwart et al. (2004) who found that collisions in dense star clusters with short relaxation time
scales (≲ 25 Myr) can produce a single supermassive star in its center via runaway growth
with up to 0.1% of the total cluster mass. The collapse of such an object could hence produce
BHs with masses up to ∼ 104 M⊙ (see also Askar et al., 2021; Gürkan et al., 2004).

2.1.2 Mass Accretion

We have just seen how BHs form from the gravitational collapse and how the mass of the re-
sulting objects can, under certain conditions, reach into the regime of IMBHs or even SMBHs.
We will now discuss how such BHs will evolve and grow via mass accretion.

While occasionally BHs grow by incorporating massive objects such as stars, neutron
stars or even merging with other BHs (e.g. Abbott et al., 2016), an important mechanism for
BH growth is the continuous flow of gaseous material onto the black hole. Such flows of gas
are not observed for all objects, but when they are present, the gas orbits the BH in accretion
disks, which are thin with respect to their radial extent of ≲ 102 rg (for low-luminosity AGN,
see Laor and Netzer, 1989, see also the scheme in the right panel of Figure 2.1). In order to
enable accretion, the gas needs to be dragged out of the equilibrium state in the orbit. The
gravitational force of the BH on a test gas particle in the accretion disk of mass µmp, with µ

the mean atomic weight and mp the mass of a proton, can be expressed as

Fgrav = G
MBH µmp

r2 , (2.2)

with the gravitational constant G, the mass of the BH MBH, and r the radial distance of the
test particle to the BH. Conversely, the kinetic energy or angular momentum of the gas
particles and the radiative pressure are counteracting the gravitational pull from the BH,
where the radiation from the inner accretion disk (see below) accelerates the gas particles
outward with the radiative force

Frad =
σT

4π r2 c
L . (2.3)

In this expression, σT is the Thomson scattering cross section of the electron, c is the speed
of light and L is the luminosity originating from gravitational energy released during the ac-
cretion process, as discussed below in more detail, but also from thermal heat radiation from
the inner accretion disk, which is heating up due to friction. This friction is actually neces-
sary for the gas particles to exchange and finally get rid of angular momentum, stabilizing
against the gravitational pull, which is thus essentially radiated away.

Considering the equilibrium between the inward acting gravitational force Fgrav and the
outward acting radiative pressure (Frad), Eddington derived the maximum luminosity, un-
der which accretion onto the BH is possible, the Eddington luminosity LEdd:

Fgrav = Frad ⇔ LEdd =
4π G c MBH µmp

σT
. (2.4)
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Obviously, via the mean atomic weight µ (and implicit assumptions on the gas opacity), this
quantity depends on the metallicity of the accretion disk gas. One can derive the following
numerical values to get a feeling for the order of magnitude:

pure hydrogen gas (µ = 1) : LEdd = 1.26 × 1038
(︃

MBH

M⊙

)︃
erg s−1 (2.5)

observed values (µ ≈ 1.2) : LEdd ≈ 1.5 × 1038
(︃

MBH

M⊙

)︃
erg s−1 (2.6)

The accretion of mass onto the BH releases large amounts of energy via electro-magnetic
radiation. The corresponding luminosity Lacc can be expressed in terms of the mass accretion
rate Ṁ in units of M⊙ yr−1 as

Lacc = ϵṀc2 . (2.7)

In this expression, the parameter ϵ is the fraction of mass that is released as radiation while
the remainder (1 − ϵ)Ṁ ≡ ṀBH is accreted onto the BH. For AGN (see Section 2.2), this
process empirically has an efficiency of ϵ ≈ 0.1 (e.g. Davis and Laor, 2011).

Salpeter (1964) used Eq. 2.6 and 2.7 to derive a time scale for the growth of the BH, the
Salpeter time scale tS, corresponding to an exponential growth (ṀBH = MBH/tS):

tS = 4.5 × 107
(︂ ϵ

0.1

)︂(︃ L
LEdd

)︃
yr (2.8)

This expression yields a first approximation of the minimum age of a SMBH under the as-
sumption that it was accreting mass at the Eddington limit throughout its entire life. And
while 4.5 × 107 yr of exponential growth are substantially shorter than the age of the uni-
verse, we will discuss in Section 2.3.3 how the detection of SMBHs in the early universe
challenges BH growth scenarios.

2.1.3 Detection

Electro-magnetic Radiation

As discussed above, BHs themselves do not emit electro-magnetic radiation by definition.
In phases of accretion, however, the material in the accretion disk releases graviational en-
ergy in form of the accretion luminosity Lacc (see Equation 2.7). Furthermore, due to friction,
this material in the dense inner accretion disk heats up to temperatures of ≳ 106 − 109 K,
hotter than the typical surface temperatures of main sequence stars. With the corresponding
thermal radiation, the material is radiating away angular momentum, enabling the descent
towards the BH. The corresponding thermal radiation adds on top of the gravitational en-
ergy to form a power-law continuum, which is typically bright in high-energy photons, in
the X-ray and ultraviolet (UV) part of the spectrum and hence ionizing the gas in the envi-
ronment of the accreting BH.

For such stellar-mass BHs, such signals are observed in e.g., the famous Cyg X-1, wherein
the ≈ 15 M⊙ BH is accreting mass from its ≳ 19 M⊙ stellar binary companion (Orosz et al.,
2011; Ziolkowski, 2014). On the other end of the mass spectrum, the accretion disks of AGN
and especially quasars are bright across the entire spectrum and capable of outshining their
host galaxies, making them detectable at high redshifts even if their host is not. In the case
of the famous radio source 3C 273 with an optical counterpart, the bright quasar outshines
the host by ∼ 3 mag and hence its nature was debated for a long time but finally it was the
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first classified quasar (Schmidt, 1963, and also Section 2.2), hosting a SMBH of ∼ 9 × 108 M⊙
(Peterson et al., 2004).

Stellar Kinematics

In contrast to the radiation signatures, BHs can also be traced by their gravitational impact
on the orbits of stars and gas clouds in their vicinity. Recently, the most prominent proof
of this effect was provided for the case of the radio source Sgr A∗, the central SMBH in the
Milky Way (as mentioned above; see e.g. Genzel et al., 2010; Ghez et al., 1998, 2008). By
tracing the orbits of nearby stars such as S2 with a period of ∼ 16 yr, the mass of the BH
Sgr A∗ could be constrained to ∼ 4 × 106 M⊙ within a sphere of radius < 45 au, leaving
only a SMBH as a possible explanation. Recently, Valencia-S. et al. (2015) have observed a
compact cloud passing by Sgr A∗ at a pericenter distance of ∼ 160 au, suggesting that this
cloud is containing a young accreting star rather than being an unbound cloud.

Gravitational Waves

Finally, the first detection of gravitational waves emitted by a pair of merging black holes
and detected by the LIGO-VIRGO collaboration (Abbott et al., 2016) has opened yet another
important channel for tracing the population of BHs. Gravitational wave detectors measure
distortions in space time, originating e.g., from BH binaries. However, due to their very
small amplitudes on sub-atomic scales, only strongly interacting high-mass objects at the
smallest separations are detectable with today’s gravitational wave detectors. Hence, we
can observe only the very last moment of their spiral approach, right before coalescence.

Until today, a few tens of merging events of BH binaries have been detected (e.g. Abbott
et al., 2020a) and we are slowly approaching the regime where we can start inferring occur-
rence rates of BHs based on gravitational wave detections. However, one has to note that
the ground-based detectors, such as the LIGO1 or Virgo2 detectors and future ground-based
observatories under construction, are limited in tracing stellar-mass BHs (the merging prod-
uct of highest mass has ∼ 140 M⊙, see Abbott et al., 2020b) – for the detection of a merger
event of two IMBHs or SMBHs, the interferometer arm length is required to be significantly
longer, on the order of a few 106 km. Hence, this class of BHs will only be traceable with
future instrumentation in space, as proposed with the ESA mission LISA.3

In concluding the above introduction to detection methods of BHs, it is worthwhile not-
ing that gravitational wave detections only recently started to contribute to constraining BH
demographics. To date, significantly more black holes have been detected by the gravita-
tional energy released in radiation, especially from quasars and thus in the range of SMBHs
(see Figure 2.2).

2.2 Active Galactic Nuclei

The most prominent habitat of SMBHs is the center of massive galaxies (e.g. Kormendy and
Ho, 2013; Magorrian et al., 1998), where the subset of actively accreting BHs represent the
central engine of active galactic nuclei (AGN). Such objects have first been detected by their
peculiar spectra, where the first objects have been classified by matching optical counterparts

1Laser Interferometer Gravitational-Wave Observatory (LIGO): https://www.ligo.caltech.edu/
2Virgo Collaboration: https://www.virgo-gw.eu/
3Laser Interferometer Space Antenna (LISA): https://www.lisamission.org/

https://www.ligo.caltech.edu/
https://www.virgo-gw.eu/
https://www.lisamission.org/
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FIGURE 2.2: Sketch of the demograph-
ics of BH detections across the entire
range of BH mass, from stellar to su-
permassive BHs (adapted from Barack
et al., 2019). The indicated masses of
example BHs have been published by
Abbott et al. (2020b) for GW190521,
Ghez et al. (2008) for Sgr A∗, Shemmer
et al. (2004) for TON 618, and Yang et
al. (2020) for Pōniuā’ena; all are SMBHs
in the Milky Way center, and at red-
shifts z = 2.2 and 7.5, respectively.
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to radio sources (such as the example 3C 273, mentioned in Section 2.1.3). Presently, we
know that their particular spectral features can be assigned to the individual components of
accreting SMBHs, which are discussed in Section 2.2.1. Afterwards, we discuss how one can
estimate the mass of the central SMBH, in Section 2.2.2.

2.2.1 The Unified Model of Active Galactic Nuclei

Since their first detection, a large number of sub-classes of active galaxies have been de-
scribed, differing e.g. in the presence or absence of radio emission or broad emission lines
(BELs) in their spectra. Nowadays, it is widely accepted that a large number of these sub-
classes actually describe the same kind of objects, where, for instance, BELs are observ-
able only under certain viewing angles and obscured otherwise (Antonucci, 1993; Ramos
Almeida and Ricci, 2017; Urry and Padovani, 1995). In the so-called unified model of AGN,
all these objects contain a central SMBH that is accreting gas from a surrounding accretion
disk with radial excent ≲ 102 rg (see Figure 2.3, but also the review by Hönig, 2019, for the
origin of individual spectral features). Some AGN are launching relativistic jets of ionized
particles. The corresponding synchrotron radiation is observed in the radio and depending
on the relative strength of the radio emission with respect to in the optical, the AGN are
classified as radio-loud or quiet.

The BELs, characteristic for Seyfert type I AGN, originate from a region at ∼ 100× larger
radial distances from the SMBH than the inner accretion disk, i.e. rBLR/rg ∼ 103 − 104.
Clouds of gas in this region, the broad (emission) line region (BLR), are irradiated by the
inner accretion disk, heat up and re-emit the incoming radiation in the rest-frame optical to
NIR, which cannot propagate through the dust-rich material in the subsequent component
that is often referred to as the torus. Hence, the BELs are observable only if the accretion disk
plane is oriented such that the line-of-sight does not reach through the torus but is inclined
with smaller angles with respect to the axis of rotation. In the opposite case where the BLR
is not observable, the host galaxy is referred to as a Seyfert type II galaxy. One has to note
here that there are other explanations for the absence of BELs in some AGN, describing this
feature to rather be a result of evolutionary phases of AGN (e.g. Hickox and Alexander,
2018; Ishibashi and Fabian, 2016). Narrow emission lines (NELs) are common features in the
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FIGURE 2.3: Scheme of the kinematic components of the BLR: The grey, blue and dark
grey disks are the inner accretion disk, the BLR and the dusty torus region (the spatial ex-
tent in the z-direction is not taken into account). Arrows indicate ordered rotation (blue/
red), the radial accretion flow (green), radiation driven disk winds (yellow), condensation
and re-settling of BLR clouds (grey), and relativistic radio jets (orange, not exactly being a
kinematic component of the BLR).

spectra of AGN and are emitted from clouds residing at radial distances beyond the dusty
torus. Since the NELs differ strongly in the critical density and excitation mechanisms, the
minimum radial distances to the radiation source vary strongly from a few 100 pc to galactic
scales, ∼ 10 kpc, for the inidividual transitions (cf. Table 8.1 for a few example transitions).

2.2.2 Measuring the Black Hole Mass

As for measuring the mass of stars, the gravitational influence of BHs on their environment
is used to infer their mass, MBH. Since individual orbits of stars around SMBHs other than
Sgr A∗ are not resolvable, one has to use other techniques for inferring MBH, discussed in
this section.

Gas Kinematics

A common approach to measure MBH of SMBHs in the center of AGN is to study the kine-
matic structure of the gas in the BLR (Section 2.2.1 and Figure 2.3). This AGN component at
a radial distance from the BH of rBLR ∼ 103 − 104 rg is likely a part of the accretion flow of
gas onto the inner accretion disk and eventually onto the SMBH. There is evidence that part
of the gas in this region is moving on Keplerian orbits while also radial and vertical (with
respect to the disk plane) flows exist (e.g. Williams et al., 2018). From measuring rBLR and
the orbit velocity vrot, one can derive a kinematic estimate of MBH via Kepler’s law:

MBH =
rBLR v2

rot
G

(2.9)

However, measuring rBLR is not straight forward, as it is not resolvable due to the typi-
cally large distances to AGN and hence small angular separations, typically on the order of
∼100 µas for bright objects and smaller for fainter objects (Stern et al., 2015).
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A conventional method for measuring the BLR radius rBLR (and with that MBH), while
avoiding the angular resolution limit, is the technique of reverberation mapping (RM), where
the observer makes use of brightness variations of the inner accretion disk.4 During such
events, light that is emitted in the rest-frame ultraviolet to optical part of the spectrum is
reprocessed by the BLR clouds in the rest-frame optical to NIR, with typical delays of a few
tens to hundreds of days. The typical strategy is to monitor the target spectra and identify
correlations and thus delays between the continuum emission and the response of BELs.
However, this technique requires many observing periods for properly identifying the time
delay between the luminosity increases in the continuum and the BLR emission, and by this
the radial location of the BLR clouds. Furthermore, this estimate is uncertain as the rotational
velocity vrot from Equation 2.9 is derived from the full width at half maximum (FWHM) of
the spectral line and scaled down by the uncertain virial factor f , which introduces an un-
certainty ∼ 0.4 dex for individual measurements (Park et al., 2012). Also, RM becomes more
and more challenging towards more luminous quasars for multiple reasons: The radius of
the BLR scales with the quasar luminosity (Bentz et al., 2013; Kaspi et al., 2005), and the
delay times become proportionally longer, which in turn requires longer observation cam-
paigns. Also, the variability decreases with increasing luminosity (e.g. MacLeod et al., 2010),
which increases the uncertainties on any measurements of time delays. Finally, RM delays
of luminous sources at large redshifts are subject to time dilation ∼ (1 + z).

Recently, pioneering work by Gravity Collaboration et al. (2018b, 2020b) overcame the
angular resolution limit by means of infrared interferometry with the Gravity instrument
at the Very Large Telescope Interferometer (VLTI) allowing them to spatially resolve the
kinematic structure of the BLR. Using all four VLT unit telescopes, separated by baselines of
up to ∼ 120 m, they achieved an angular resolution of ∼ 50 µas for the astrometric centroids
of individual velocity channels. With the relative offsets between these centroids, they were
able to resolve and model the rotating structure along with an outflow component for the
two AGN 3C 273 (K = 9.9 mag) and IRAS 09149–6206 (K = 9.7 mag). However, due to
the limited sensitivity of VLTI/Gravity of K < 10 mag (and down to K ∼ 11 mag for good
observing conditions, Gravity Collaboration et al., 2017), this technique is limited to only the
brightest (and therefore nearby) AGN.

A similar yet different approach, suggested by Chen et al. (1989) and Chen and Halpern
(1989), is to exploit the fact that the astrometric accuracy σs (spectroastrometric uncertainty),
with which one can measure the centroid of a line within a spectral bin, scales as the FWHM
of the spatial PSF of the telescope divided by the square root of the number of photons Nph

collected per spectral bin (see Equation 1.13). For a diffraction limited PSF with FWHMPSF ≈
70 mas of an 8 m-class telescope in the K-band (with the wavefront corrections of an AO
system) and the fiducial number of Nph = 106 photons per spectral bin (based on a 10 hr
integration on an 8 m-class telescope), this implies a centroiding uncertainty of σs ≈ 30 µas.
This technique is known as spectroastrometry (SA, Bailey, 1998) and has been successfully
applied to protoplanetary disks around young stellar objects by Pontoppidan et al. (2011,
2008), who achieved a position accuracy of ∼ 100 µas (see Sections 2.3.1, 2.3.3 for discussion
and Part III for the application of this technique in order to measure the BH mass from the
kinematics in the quasar BLR).

4This and the following two paragraphs have been adopted from Bosco et al. (subm.), Section 1.



2.3. Important Open Questions in the Astrophysical Context of Black Hole Growth 25

Companion Kinematics

As mentioned above, the mass of Sgr A∗ was estimated by modelling the stellar orbits of
the surrounding stellar cluster (e.g. Genzel et al., 2010; Ghez et al., 1998, 2008). Especially
the closed orbit of the star S2, with a pericenter passage in 2018 (e.g. Do et al., 2019; Gravity
Collaboration et al., 2018a, 2020a), allowed for constraining the BH mass tightly. However,
Sgr A∗ is the only SMBH sufficiently close to observe the orbits of individual stars. Hence, for
more distant SMBHs, in the center of other galaxies, one measures the velocity dispersion of
the stars in the galactic bulge. By modeling the intensity profile and velocity dispersion data
(e.g. from integral field unit (IFU) observations) one can constrain the gravitational potential
of the bulge and, more importantly, of the putative BH (e.g. Kormendy and Ho, 2013; van
der Marel and Anderson, 2010). However, due to resolution constraints detailed studies still
are feasible only for nearby galaxies (≲ 50 Mpc, as presented by, e.g., Thater et al., 2019),
while for more distant systems the uncertainties increase significantly. Nevertheless, a tight
correlation between the stellar velocity dispersion σ⋆ and MBH has been identified with these
efforts (MBH − σ⋆ relation, Kormendy and Ho, 2013).

Single-epoch Measurements

In the above, we have seen how MBH is measured directly by multi-epoch observing cam-
paigns, especially with RM. Large samples of such measurements allowed since for identi-
fying tight empirical scaling relations between rBLR and the bolometric luminosity and BEL
width, which can nowadays be used to measure MBH in a single-epoch observation targeting
for instance the AGN luminosity and the line width of characteristic BELs (Vestergaard and
Osmer, 2009; Wandel et al., 1999). Especially towards high-redshift quasars, this approach
yields valuable information on BH demographics (e.g. Bañados et al., 2018; Schindler et al.,
2020; Wang et al., 2021; Yang et al., 2020). Also correlations of the BH mass with the velocity
dispersion of stars in the host galaxy’s bulge (MBH-σ⋆ relation) or also with the luminosity
of the host galaxy (MBH–Lhost relation; e.g. Gültekin et al., 2009; Kormendy and Ho, 2013;
Saglia et al., 2016; van den Bosch, 2016), allow for rough estimates of MBH. While such an
observing strategy is certainly time-efficient – especially with regards to RM – it is certainly
limited by the uncertainties of the applied relation and a more direct measurement would
be preferable.

2.3 Important Open Questions in the Astrophysical Context

of Black Hole Growth

In the following, we will formulate questions on the growth scenarios of BHs that are ad-
dressed by two new observational techniques, which are developed in the course of this
thesis.

2.3.1 The Relation Between Black Hole and Host Galaxy Mass

Do the observed scaling relations between black hole mass and observable properties of
their host galaxies, established based on measurements at low redshift, hold up to large

redshifts of 2 < z ≲ 7 and what are the astrophysical relations?
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As discussed in Section 2.2.2, the masses of the galactic bulge and the central SMBH are
well-correlated, and these correlations suggest co-evolution of the host galaxy and its SMBH
(Kormendy and Ho, 2013; van den Bosch, 2016). Due to resolution constraints, however,
these correlations have been established only for nearby systems. And while these relations
are usually extrapolated to galaxies at large redshifts, it remains unclear whether they are
actually valid there. Indeed, this remains debated and recently Nguyen et al. (2020) and
Neeleman et al. (2021) have found exceptions for galaxies at z ∼ 4 and z ≳ 6, respectively,
where the BHs are up to an order of magnitude more massive than suggested by the MBH −
Mhost relations derived from local galaxies.

Hence, it is worthwhile exploring new observational techniques to obtain independent
MBH estimates at large redshifts (z ≳ 2). In Part III we discuss the first attempt of applying
SA to the quasar BLRs, a novel method for directly measuring the masses of SMBHs at high
redshifts (up to the early phases of the universe). While it is worthwhile noting that this first
attempt is restricted to a single quasar, the results suggest that the technique will deliver
important constraints on early quasar BH masses, especially with future instrumention on
ground- and space-based observatories such as the ELTs or JWST (see also Stern et al., 2015).

2.3.2 The Missing Population: Intermediate-mass Black Holes

Do black holes exist with masses in the regime intermediate between stellar-mass and
supermassive black holes?

With the various methods that have been established for tracing BHs (see Section 2.1.3),
a large number of BHs have been detected along with an even larger number of candidates
(see Figure 2.2). As discussed, however, the individual methods are restricted in their sen-
sitivity towards particular signatures and hence biased towards specific ranges in BH mass.
For instance, at present day gravitational wave detectors are constrained to BHs of masses
in the range 101 − 102 M⊙ while quasars are covering the range of ∼ 105 − 1010 M⊙. This
leaves a prominent gap in the population of detected BHs in the range ∼ 102 − 105 M⊙, the
regime of intermediate-mass black holes (IMBHs) (green area in Figure 2.2). However, the
possibility that this gap indeed reflects the actual demographics of BHs would actually be
surprising as such objects have to be present at some point in cosmic history in order to grow
and finally become a SMBH observed in AGN (see e.g. the review by Greene et al., 2020)
and it is hence more likely that we have just not detected them yet. In this Section, we will
discuss observational strategies in order to constrain this missing population of IMBHs.

Observational hints to the existence of IMBHs is provided by the correlations between
BH mass and effective properties of their host galaxies, such as stellar velocity dispersion
in the bulge or bulge luminosity (MBH − σ⋆ or MBH − Lhost relations Saglia et al., 2016; van
den Bosch, 2016), which hold for a large range in galaxy masses ∼ 109 − 1012 M⊙. It is hence
reasonable to expect correspondingly lower-mass BHs in lower-mass systems such as GCs
with M⋆ ∼ 106 − 108 M⊙. Based on modeling the kinematics of observational data of a small
sample of GCs, Lützgendorf et al. (2013b) and Kamann et al. (2014) have placed upper limits
on the assumed BHs’ MBH, which are consistent with IMBHs and thus expand the scaling
relations down to smaller stellar systems (also Lützgendorf et al., 2013c). There are a number
of IMBH candidates (e.g. Matsumoto et al., 2001; Schödel et al., 2005), which are still waiting
for the final confirmation or have already been disproved (e.g. Baumgardt et al., 2019; Fritz
et al., 2010). With HLX-1, there is one IMBH candidate left, which was detected as a source of
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X-ray emission (Greene et al., 2020; Soria et al., 2012), where the overall number of accreting
BHs in GCs is expected to be low due to the small amount of gas within the old clusters.

Another observational strategy for tracing IMBHs, besides emission from accretion disks,
is to directly trace the stellar trajectories in the sphere of influence of the BH, similar to what
was done for constraining the mass of Sgr A∗ (see above). The most likely habitat of an IMBH
is the very center of a GC, as, e.g., Kızıltan et al. (2017) and de Vita et al. (2018) have shown
that IMBHs will quickly sink down to the cluster center after a number of tidal interactions
with cluster stars and stay in the center. However, the sphere of influence of an IMBH, in
which it dominates the dynamics of stars, is small, with a typical radius of

rinfluence = 0.017 pc
(︃

MBH

104 M⊙

)︃(︃
σ⋆

50 km s−1

)︃−2
(2.10)

≡ 0.35 arcsec
(︃

MBH

104 M⊙

)︃(︃
σ⋆

50 km s−1

)︃−2 (︃ dGC

10 kpc

)︃−1
, (2.11)

where we adopted a typical distance dGC to a Milky Way GCs and a fiducial stellar velocity
dispersion σ⋆ of 50 km s−1 in the vicinity of the IMBH (e.g. Keshet et al., 2009). So, while the
objects likely location is known, it is unlikely to identify and track sufficiently bright stars
within the relevant vicinity.

Based on N-body simulations, e.g. Lützgendorf et al. (2013a) have demonstrated that
IMBHs are capable of ejecting high-mass stars from the cluster center (see also Baumgardt et
al., 2019) and this may have already been observed by Kamann et al. (2014) in Galactic GCs,
reporting on a number of high-velocity stars in the clusters. A more promising observing
strategy hence is to monitor stellar trajectories in GCs. Due to the large distances of GCs of
typically ∼ 10 kpc, however, a stellar velocity of, say, 100 km s−1 translates into an angular
displacement of ∼ 10 mas after a fiducial monitoring interval of 5 yr and thus requires high-
precision astrometry. Furthermore, recent simulations indicate that such high-velocity stars
can also be accelerated by clusters of stellar-mass BHs (Aros et al., 2020), making definite
statements on the presence of IMBHs more challenging.

In Part II we explore a new observing mode, providing the diffraction-limited astrometry
for modern 8 m class telescopes, a candidate technique for tracing presumed IMBHs. It is
worthwhile noting already here that the data product of such observing campaigns can be
evaluated in view of several other science cases (with actually higher chances of success), as
discussed in more detail in Chapter 10.

2.3.3 The Rapid Growth of Supermassive Black Holes

How did the earliest observed supermassive black holes grow to their immense masses
within the short amount of time since the Big Bang?

The number of quasars detected at high redshifts, z > 7, is growing and recently Wang
et al. (2021) have detected the third quasar at z > 7.5 (see also Bañados et al., 2018; Yang
et al., 2020). The detection of these 109 M⊙ SMBHs shortly (≲ 700 Myr) after the Big Bang
challenges the theory of BH growth mechanisms (see Sections 2.1.1 and 2.1.2). Assuming a
typical radiative efficiency of ϵ = 0.1 and accretion at the Eddington limit throughout their
entire life, one can place strong constraints on the seed BHs and the lower limit of MBH

for the most extreme quasars are ∼ 104 M⊙ at z = 30 (see Figure 2.4), upon formation of
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FIGURE 2.4: The masses of SMBHs at
redshifts z > 7 (adapted from Wang et
al., 2021, masses and redshifts are ref-
erenced there). The curves indicate the
growth tracks of the SMBHs, assuming
accretion at the Eddington limit and
a typical efficiency ϵ = 0.1 (see Sec-
tion 2.1.2). Shaded regions mark the
ranges of masses for the three BH for-
mation channels from Section 2.1.1.

the first luminous objects in the universe (Tegmark et al., 1997). Following the curves to
such large redshifts thus leads to the exclusion of BH seeds that formed from the collapse
of massive Population III stars, seeding the observed SMBHs, and challenges the dense star
cluster scenario (violet and green regions in Figure 2.4, respectively).

And while the above constraints still leave the DCBH scenario as a potential seeding
mechanism for the observed BH masses, one has to emphasize the uncertainties from mea-
suring MBH with a correlation-based single-epoch observing strategy (see Section 2.2.2), but
also from the implicit assumption that those scaling relations hold up to such large red-
shifts. Therefore, the application of SA on the quasar BLR in order to derive independent
mass estimates (as mentioned in Section 2.3.1) is a promising candidate technique to address
this uncertainty (see Part III). It is worthwhile noting here that addressing the missing pop-
ulation of IMBHs (as discussed in the section above), which are required as seeds for the
observed SMBHs, via the new imaging method from Part II will also help constraining the
growth of SMBHs.
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Part II

Towards Tracing Black Holes in
Dense Stellar Systems
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Chapter 3

SOWAT: Speckle Observations
With Alleviated Turbulence

This chapter is based on work published in
Bosco et al. (2019a)

Adaptive optics (AO) systems and image reconstruction algorithms are indispensable
tools when it comes to high-precision astrometry. In this Chapter, we analyze the poten-
tial of combining both techniques, i.e. by applying image reconstruction on partially AO
corrected short exposures. Therefore we simulate speckle clouds with and without AO
corrections and create synthetic observations. We apply holographic image reconstruc-
tion to the obtained observations and find that (i) the residual wavefronts decorrelate
slowlier and to a lower limit when AO systems are used, (ii) the same reference stars
yield a better reconstruction, and (iii) using fainter reference stars we achieve a similar
image quality. These results suggest that holographic imaging of speckle observations is
feasible with ∼ 2 − 3× longer integration times and ∼ 3 mag fainter reference stars, to
obtain diffraction-limited imaging from low-order AO systems that are less restricted in
sky-coverage than typical high-order AO systems.

3.1 Introduction

Two successful solutions to atmospheric wavefront perturbations, which reduce the achiev-
able resolution in observational data obtained from ground-based telescopes, are the appli-
cation of (i) AO systems, controlling the pupil plane wavefront, and (ii) image reconstruction
techniques.

Today, most instruments mounted to the larger telescopes, with diameters ≳ 4 m, make
use of AO systems in many different designs to tackle a variety of requirements for the dif-
ferent science goals. As they deliver a good correction over a small FoV, SCAO systems are
a good choice when the science target is a compact source of few arcseconds size. However,
for the studies of extended sources or groups of, sources like globular clusters, it is more de-
sirable to achieve a homogeneous correction over the FoV. These are obtained from GLAO
systems, being conjugated to the wavefront perturbation in the atmospheric ground layer
with several natural or laser guide stars (NGS or LGS), distributed over/ around the FoV.
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Examples for such instruments are VLT/HAWK-I in combination with AOF and GRAAL
(Casali et al., 2006; Kissler-Patig et al., 2008; Pirard et al., 2004; Siebenmorgen et al., 2011),
and LBT/LUCI in combination with ARGOS (Rabien et al., 2010). Lu et al. (2018) study the
feasibility of equipping the Keck Observatory with a GLAO system. The synthesis of both,
a MCAO system, correcting for low-altitude layers over a large FoV and high-altitude lay-
ers in a smaller FoV, is realized for instance in the GeMS system at Gemini-South (Neichel
et al., 2014; Rigaut et al., 2014) and LINC-NIRVANA at the LBT (e.g. Arcidiacono et al., 2018;
Herbst et al., 2003).

Another strategy for obtaining good astrometry and photometry over a large field of
view is the application of speckle imaging techniques. Examples like the simple shift-and-
add algorithm (SSA, Bates and Cady, 1980) or lucky imaging (Fried, 1978; Law et al., 2006)
exploit the nature of speckle clouds in short-exposure observations to reconstruct high image
quality by realigning the cloud centroids or discarding clouds with large full width at half
maximum (FWHM), respectively. The latter is an expensive technique as more than 90% of
the exposures remain unused. A more elaborate technique, based on the work of Primot
et al. (1990), is to deconvolve PSFs from the short-exposure images and Schödel and Girard
(2012) have tested this technique by estimating the instantaneous PSF from bright reference
stars in the image data themselves. Recently, Schödel et al. (2013) and Nogueras-Lara et al.
(2018) have demonstrated the potential of this holographic imaging technique, recovering the
diffraction limit over the FoV.

It has been shown that speckle imaging algorithms benefit from working on short-exposure
observations from AO-assisted instruments. For instance, the lucky imaging technique ben-
efits as the fraction of lucky images increases due to the AO correction, as, e.g., Velasco et al.
(2016) have tested this on AO-assisted i′-Band observations from AOLI (e.g. Velasco et al.,
2018) mounted on the 4.2 m William Herschel Telescope, and Law et al. (2009) have used the
LAMP instrument on the 5 m Palomar Hale telescope to achieve good image cosmetics.

In the following, we now aim at extending these studies towards the larger 8 m class
telescopes where the holographic image reconstruction is preferred to lucky imaging, as the
fraction or probability, P, of getting lucky images depends on the telescope diameter D as
P ∝ exp{− (D/r0)

2} (Fried, 1978). Therefore, we simulate speckle clouds with and without
AO corrections, and use them to create synthetic observations, see Section 3.2. These data
are analyzed for changes in wavefront decorrelation time scales (Section 3.3), improvements
in the expected signal-to-noise ratio (Section 3.4), and tested in the reconstruction pipeline
from Schödel et al. (2013), see Section 3.5. The results are summarized in Section 3.7.

3.2 Simulations

3.2.1 Point Spread Functions

We simulate PSFs for an 8 m class telescope with the end-to-end Monte Carlo simulation
software YAO1, which has been widely used during the development of AO systems (see
references in Rigaut and Van Dam, 2013), for instance for the development of the GRAVITY-
CIAO system (Kendrew et al., 2012). We apply a typical Paranal atmosphere structure with
the parameters given in Table 3.1 (nominal case from Table 2 in Kendrew et al., 2012) and
simulate the performance for a seeing of 1 arcsec at 500 nm, which is on the pessimistic end

1Yorick Adaptive Optics simulation tool (YAO), https://github.com/frigaut/yao.

https://github.com/frigaut/yao
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TABLE 3.1: Parameters of a typical Paranal (discrete) atmospheric layer structure
(Kendrew et al., 2012).

Layer C2
n fraction (%) Speed (m s−1) Altitude (km)

1 41 10.0 0.0
2 16 10.0 0.3
3 10 6.6 0.9
4 9 12.0 1.8
5 8 8.0 4.5
6 5 34.0 7.1
7 4.5 23.0 11.0
8 3.5 22.0 12.8
9 2 8.0 14.5

10 1 10.0 16.5

of typical Paranal seeing between 0.8 − 0.9 arcsec, see the ESO website2. This corresponds
to a Fried parameter of r0 = 10.1 cm in the optical (32.8 cm in H-band), and a coherence
time of τ0 = 0.314 · r0/v̄ = 4.0 ms. We note that YAO implicitly applies Taylor’s frozen flow
hypothesis3 by using discrete atmospheric layers.

We define setups for four different kinds of wavefront control during the simulations.
These cover an open loop without any correction ("noAO"), a GLAO system, a SCAO sys-
tem, and an ESM, where we describe the setups in the following, but see Table 3.2 for char-
acteristic parameters.

The noAO setup is restricted to only measure atmospheric phase perturbations and does
therefore not apply any corrections as the gain of the deformable mirror (DM) is set to zero.
The SCAO setup was used as a verification of the simulation setup and is designed such
that it produces diffraction limited observations of on-axis science targets. The template for
the GLAO design was the ARGOS system at LBT (Rabien et al., 2010), with three LGSs for
the wide-angle ground layer corrections and a single on-axis NGS which is serving only for
the tip-tilt measurements. The LGSs are placed at 20 arcsec radial distance from the science
target, where one is set in the west and the other two are regularly placed at an azimuth
angular distance of 120◦ from the first around the science target. Using LBT/LUCI with the
ARGOS system reduces the FWHM of the seeing disk by a factor of 0.5 − 0.4×. The ESM is
another observing mode offered for LBT/LUCI which by design is similar to a SCAO system
but restricted to correct only for the Zernike orders ≤ 11. Rothberg et al. (2018) describe this
mode and report that this correction already reaches a reduction of the seeing disk FWHM to
0.5× the natural value, where we adopted the conservative value of 0.75 for our simulations,
based on the details on the AO modes offered for observations with LUCI, see the website4.
In their report, they also mention that the PSF is fairly homogeneous up to 2.5 arcmin away
from the reference star.

We run every setup using the same atmospheric structure and the same YAO-phase
screens. The iteration time of the simulation is set to 2 ms, corresponding to a AO-loop
frequency of 500 Hz, where the first ten iterations each are neglected to allow the system to
settle. The simulations cover a time interval of 20 s, where we only used the full variety of

2ESO Paranal observing conditions, http://www.eso.org/gen-fac/pubs/astclim/paranal/seeing/.
3Taylor hypothesized that the atmospheric perturbations may be approximated by a set of discrete layers, where

every layer corresponds to a perturbation pattern constant in time, which is moved across the telescope aperture.
The hypothesis has been verified experimentally (e.g. Poyneer et al., 2009).

4LBT/LUCI observing modes, https://sites.google.com/a/lbto.org/luci/preparing-to-observe/
ao-esm-and-argos

http://www.eso.org/gen-fac/pubs/astclim/paranal/seeing/
https://sites.google.com/a/lbto.org/luci/preparing-to-observe/ao-esm-and-argos
https://sites.google.com/a/lbto.org/luci/preparing-to-observe/ao-esm-and-argos
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FIGURE 3.1: Histogram of the
number of stars per H-band
magnitude bin of the simulated
stellar cluster with 1000 objects.

PSFs of the noAO and GLAO simulations to obtain a larger variety of short-exposure PSFs
for the generation of synthetic observations below. The final setups where tuned to fulfill
the expected long-exposure FWHM values from Table 3.2.

3.2.2 Synthetic Observations

We generate synthetic observations by reproducing the imaging process with the PYTHON

package VEGAPY5, which is utilizing extensively the ASTROPY package (Astropy Collabora-
tion et al., 2013). The code divides the procedure into three domains: (i) The science target
domain, (ii) the (telescope) optics domain, and (iii) the detector domain. We describe the
three domains in the following.

The science target is a static image object in units of photons m−2 s−1, containing the stel-
lar flux values and the sky background flux, e.g., for an H-band night sky of 14.4 mag arcsec−2

(Cuby et al., 2000) for a given FoV of 21.6× 21.6 arcsec. The magnitudes were converted into
flux with the band-specific reference flux values from Campins et al. (1985), giving photo-
metric zero points for Vega of about 1600, 1080, and 670 Jy in the JHK bands, respectively.
We create images for two types of stellar systems, (i) a stellar cluster with a distribution of
H-band magnitudes as presented in Figure 3.1, distributed randomly across the FoV, for the
tests in the reconstruction pipeline, and (ii) a regular grid of stars with well known magni-
tudes for the SNR measurements.

In the domain of the (telescope) optics, we multiply the science target image by the tele-
scope collecting area and convolve the result with a normalized PSF from above. This may
be either a long-exposure PSF or, in the case of short exposures, we integrate the short ex-
posure PSFs to the required DIT. We note that we do not consider anisoplanatic effects, in
particular variations of the PSF across the FoV, in this work. The study of these shall be
addressed with observational data, in a follow-up publication. The throughput of the optics
is assumed to be on the order of 90%.

During the following steps in the detector domain, we will include the effect of photon
noise by using a copy of this image, being filled with Poisson-distributed random num-
bers with the original image value as expectation value. After resampling this onto the
detector grid, by also considering the detector FoV, we convert the photon number to a

5VEGAPy: A Virtual Exposure Generator for Astronomy in Python, https://github.com/felixbosco/vegapy

https://github.com/felixbosco/vegapy
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number of electrons with the detector quantum efficiency. We add detector specific readout
noise (RON) electrons by adding normal distributed random numbers with a standard de-
viation corresponding to a literature value of the simulated detector type. In the end, we
convert the resulting image to ADU using the detector gain. The applied detector parame-
ters follow the example of a Teledyne HAWAII-2RG detector (Loose et al., 2007), windowed
down to a 1024 × 1024 pixel detector grid, where the pixel scale is 0.0106 arcsec, a tenth of
the VLT/HAWK-I instrument pixel size (e.g. Pirard et al., 2004), corresponding to a detector
FoV of 10.9 × 10.9 arcsec. Such detectors have quantum efficiency of 90%, or 0.9 electrons
per photon, and a read-out noise of ∼ 35 electrons per pixel for a fast single-read read-out
mode. We set the gain to 17 electrons per ADU to obtain a read-out noise of ∼ 2 ADU.

We do not consider effects of dark current as the number of electrons due to this effect
is expected to be negligible for the short exposure times of order 1 s relevant for SOWAT
observations.

3.3 Wavefront Decorrelation in the Simulated Atmosphere

For speckle imaging techniques, it is crucial that the exposure times are sufficiently short
such that the atmospheric turbulence may be treated as frozen. The time scale for this is the
atmospheric coherence time, τ0. However, Schödel et al. (2013) have shown that holographic
imaging works as well for integration times up to ≫ 10 × τ0, at the cost of a lower Strehl
ratio in the resulting reconstruction. In this section, we compare the decorrelation of the
atmosphere for the four setups of wavefront control. We study this behavior in our simula-
tion data on the residual wavefront and derive expectation values for the time scale of the
wavefront decorrelation.

3.3.1 Instantaneous Residual Wavefront RMS

In a first step, we analyze the RMS of the instantaneous residual wavefronts and compare
the results to the corresponding values predicted by Noll (1976). He derives the residual
mean square error of a corrected wavefront, i.e. the residual phase variance, where ∆J is the
residual phase variance after correcting for the first J Zernike modes:

∆1 = 1.0299(D/r0)
5/3 rad2 = ∆piston (3.1)

∆3 = 0.134(D/r0)
5/3 rad2 = ∆tip−tilt (3.2)

∆11 = 0.0377(D/r0)
5/3 rad2 = ∆ESM (3.3)

In this notation, ∆1 corresponds to the piston-removed wavefront error (WFE) and ∆3 is the
corresponding WFE after removing the tip-tilt. Noll (1976) notes that the phase variance
over finite apertures is infinite for a Kolmogorov spectrum, ∆0 = ∞, whereas this quantity
becomes finite after correcting for the piston variance. The YAO output wavefront data are
already subtracted by the piston contribution and we compare our results to ∆1. For an 8.2 m
telescope and r0 = 10.1 cm in the optical, corresponding to a seeing of 1 arcsec, we expect
RMS values of the noAO residual wavefronts in the optical and H-band to be 39.7 rad and
12.2 rad, respectively.

In Figure 3.2, we present the RMS of the instantaneous residual wavefronts as a function
of time for the four simulation setups. We add an additional curve for the tip-tilt correction,
by subtracting a least-squares fitted plane from the noAO data. Besides the pure noAO curve
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FIGURE 3.2: Aperture RMS of the residual wavefronts as a function of time. The horizon-
tal lines indicate the mean value of the corresponding series. The horizontal black lines
indicate the expected values for the atmospheric wavefront RMS after correcting for the
Zernike orders with given Noll index J, based on the results of Noll (1976). J = 3, 11
correspond to a correction of tip-tilt, and spherical aberrations, respectively. In the text,
we discuss the slight discrepancy between the nominally matching modes, i.e. J = 3 –
noAO-TT, and J = 11 – ESM.

(blue), all curve means are (slightly) above the corresponding Noll predictions. The deviation
in the noAO case is expected to be due to the implicit outer scale in the YAO phase screens
(M. van Dam, priv. comm.). As we match our long-exposure PSFs to a given seeing level –
while implicitly applying reduced power in the low spatial frequency phase aberrations with
respect to the Kolmogorov spectrum – our AO simulations under-compensate the higher
spatial frequency phase aberrations (as visible in the Figure 3.2). However, since all the
results are derived from simulations with the same atmosphere, especially with the same
phase screens, we do not expect a loss of generality in the results.

3.3.2 Wavefront Decorrelation

In a second step, we analyze the wavefront decorrelation time scale for the noAO, ESM and
GLAO setups. Therefore, we compute the mean RMS of all available wavefront differentials
∆ϕ(∆t) = ϕ(t)− ϕ(t + ∆t) for a number of time intervals ∆t, where we average over all t
with t + ∆t ≤ 10 s:

RMS {∆ϕ(∆t)} ≡ ⟨RMS {ϕ(t)− ϕ(t + ∆t)}⟩ (3.4)

This quantity is expected to grow time-wise as the two snap-shots of the atmosphere are
statistically increasingly uncorrelated. As a result of the finite outer scale L0 of atmospheric
turbulence, however, this trend does not continue until infinity but the variance converges
to a maximum achievable phase variance (cf. Figure 4.4 in Glindemann, 2011). Therefore,
we model this trend with a bounded exponential growth starting from f (0) = 0, with a
boundary B and growth constant k:

fk,B(t) = B · (1 − exp {−kt}) (3.5)
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2× the

expected values for the atmospheric wavefront error after correcting for increasing radial
Zernike orders, based on the results of Noll (1976). The parameters of the bound-growth
fit are provided in the legend, where B in µm and k in s−1.

As mentioned above, the boundary B represents the mean difference between two ran-
domly selected wavefront planes and serves as a measure of the residual power in the at-
mospheric turbulence spectrum, the Kolmogorov or van-Karman spectrum. The application
of an AO control reduces the power of the aberration spectrum and, thus, these boundary
limits are expected to decrease with increasing maximum controlled Zernike order. As we
compute the difference of two randomly selected wavefronts, the variance expectation value
from Noll (1976), ∆J , has to be doubled and, hence, the RMS expectation value is multiplied
by a factor of

√
2, see the horizontal reference line in Figure 3.3.

The corresponding results from evaluating the wavefront data are presented in Figure 3.3
for each simulation setup. As expected, we see that the boundary values decrease with in-
creasing order of correction. The uncontrolled wavefront (noAO, blue curve) reaches the
boundary plateau at DITs after ∼ 1.2 s, where the controlled wavefronts reach the plateau
after shorter time intervals, which is due to the fact that the slowly varying low-order aber-
rations are filtered out by the AO system and the fast varying higher-order aberrations are
uncorrelated after shorter time scales. The growth constants, k, translate into characteristic
time scales of 255.8, 165.6, 46.9, 52.7, and 8.5 ms, respectively.

Furthermore, we see that the controlled wavefronts require longer integration times to
decorrelate to a given mean RMS value of the differential wavefront. This will allow for
increasing the integration times of the short exposures for the imaging process, and thus be
beneficial to achieve higher SNR or allow to read larger detector read-out areas6 (thus larger
FoV) in a given amount of time. To quantify this behavior, we compare the time required to
reach a given wavefront decorrelation for the noAO, ESM and GLAO wavefronts, see upper
panel in Figure 3.4, by basically flipping the x and y-axes of Figure 3.3. The bottom panel

6We note that preceding applications of holographic imaging were based on data obtained from windowed
detectors to increase the achievable read-out speed.
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FIGURE 3.4: (Top) Average time required to reach a certain wavefront decorrelation at
λ = 1.63µm for three types of wavefront control. The required time for the GLAO con-
trol grows to infinity before 4 rad since the control limits the maximum decorrelation to
∼ 3.5 rad and is therefore not plotted for higher values. (Bottom) Average gain in achiev-
able integration time of AO control versus the uncontrolled wavefront (noAO). The gain
diverges towards infinity for larger wavefront error budgets.

compares these time scales of the controlled wavefronts (ESM & GLAO) to the noAO case.
The advantage of the control is obvious at wavefront error levels ≳ 3.0 rad for the GLAO
and ESM cases, respectively, where the graphs diverge towards positive infinity since the
values for the controlled cases are limited ≲ 4.0 rad.

However, at such long integration times or such large wavefront errors the contrast in the
PSF is almost gone, since a wavefront RMS of 1, 2, and 3 rad corresponds to a mean fringe
contrast/ Strehl loss down to approximatively 60%, 14% and 1%, respectively. Schödel et
al. (2013) found that using short exposures, being integrated significantly longer than the
atmospheric coherence time τ0, still allows for reaching the diffraction limit but at the cost
of a lower Strehl ratio, as information is lost due to the loss of contrast. The curves now
suggest that we will achieve the same Strehl even though the integration times for the short
exposures are extended by a factor of 2, if we accept an RMS value of ∼ 3.5 rad.

Apart from that, the longer integration time will increase the SNR of the PSF estimate
during the holographic reconstruction and therefore will probably increase the recovered
Strehl. Especially the high spatial frequencies, relevant to achieve a high Strehl, are read-
noise limited for short exposures, hence a doubled integration time will deliver a doubled
SNR, or allow to observe stars 0.75 mag fainter at the same SNR. We will analyze this in the
following section.



40 Chapter 3. SOWAT: Speckle Observations With Alleviated Turbulence

3.4 Signal-to-noise Ratio in the Simulated Data

The technique of holographic imaging is based on the result by Primot et al. (1990), that the
best least-squares estimate of the Fourier transform of an object O is given by Equation 3.6,
where the m-th short exposure image Im = O ∗ Pm is the result of a convolution (as denoted
by the in-line asterisk ∗) of the object with the instantaneous PSF Pm.

FO = ⟨F Im ·FP∗
m⟩

⟨FPm ·FP∗
m⟩ (3.6)

= ⟨F Im ·OTF∗m⟩
⟨MTF2

m⟩ (3.7)

In these expressions, the asterisk ∗ denotes the complex conjugate and the averages, ⟨·⟩, are
taken over all M short exposure images. In the second expression, we substitute the Fourier
transform of the PSF by the equivalent optical transfer function, OTF = FP, whose abso-
lute value is the modulation transfer function, MTF = |OTF|. For the following analysis, it is
very useful that squaring this function, MTF2, yields the power spectrum of the PSF. From
Equation 3.7, we directly see that the quality of the holographic reconstruction depends on
the measurement of the PSF power spectrum. Therefore we analyze the SNR of MTF2 in
the synthetic observations in the following by varying a set of parameters. We emphasize
here that the following quantitative results depend to a significant extent on the actual at-
mosphere, its vertical C2

n and wind speed profile.

3.4.1 Integration Time

Longer integration times of the short exposures will increase the SNR of the PSF estimate, as
mentioned in Section 3.3.2. This is supposed to increase the Strehl ratio in the reconstructed
image and therefore we compare the SNR in the power spectra for varying integration times
in Figure 3.5. All curves are measured within an aperture with a radius of 1.5 arcsec, around
a H = 12 mag star.

We find that the SNR increases as a function of integration time as expected, in partic-
ular at the long spatial wavelengths due to their longer coherence times. Furthermore, the
measurements in the GLAO data tend to yield a higher SNR, where this effect is most promi-
nent for spatial wavelengths larger than 0.25 arcsec. This suggests that, from a SNR point of
view, exposures should be taken with as long as possible integration times, to beat down the
noise contributions, and that the application of the GLAO correction is increasing this effect
significantly for the longer spatial wavelengths.

3.4.2 Brightness of Reference Stars

A second important parameter contributing to the achievable reconstruction quality is the
magnitude of the reference star(s). Schödel et al. (2013) found that a group of faint reference
stars (Ks = 13 ± 0.5 mag) may achieve a similar or even better result than using a single
bright star (Ks = 12 mag), where using multiple reference stars in a crowded field reduces
the systematic sources of uncertainty, i.e. this (i) increases the SNR of the PSF estimate per
frame and (ii) also takes into account the variation of the PSF across the FoV. But in this pa-
per we confine ourselves to compare only the power spectra for different stellar magnitudes,
see Figure 3.6, and 3.7, since the variability of the PSF across the FoV is significantly reduced
by the (GL)AO correction, anyways.
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FIGURE 3.5: SNR of the power spectra for varied integration times as a function of spatial
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wavefront control with respect to no control (noAO), as a function of spatial wavelength
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Figure 3.6 surprisingly suggests that choosing reference stars brighter than H ≈ 14 mag
does not result in higher SNR per spatial wavelength mode. However, there is an obvious
increase of the SNR of up to a factor of 1.6 or 3.0 for the spatial wavelengths larger than
0.5 arcsec, when using the wavefront control of the ESM and GLAO systems, respectively.
This is more prominent in the subset of curves in Figure 3.7. The curves in Figure 3.6 suggest
that a H ≈ 15 mag allows for a higher SNR of 2 for the long spatial wavelength regime, when
the GLAO correction is applied, which is not even reached for H ≈ 12 mag stars when not
applying the AO correction. This strongly suggests, that the application of the GLAO correc-
tion allows for still getting significant SNR when using much fainter holography-reference-
stars, of about ∆H = 3 mag, for integration times of 200 ms. This furthermore enables the
usage of more (fainter) reference stars, resulting in a furthermore decreased noise level. The
ESM allows for an intermediate increase of SNR per spatial wavelength mode, where the ho-
mogeneity of the PSFs across the FoV needs to be studied in more detail, leaving the GLAO
correction as the favourite mode.

3.4.3 Aperture Radius

Finally we tested how the choice of the aperture radius affects the measurement. Therefore,
we applied our analysis to the same data set and varied the radius of the aperture over which
we measured the SNR, while keeping the DIT fixed. We find in the resulting Figure 3.8 that
choosing a larger aperture radius does not affect the SNR per spatial wavelength mode as
the curves for the same data set are overlapping nicely.
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FIGURE 3.8: SNR of the power spectra for the same star when varying the reference aper-
ture radii, as a function of spatial wavelength in the aperture. The blue and green curves
indicate noAO and GLAO wavefront control, respectively, and the DIT is 200 ms.

3.5 Holographic Image Reconstruction of the Synthetic Ob-

servations

We test the predictions from above by applying the method of holographic imaging on
the synthetic observations from Section 3.2. Therefore, we use the reduction pipeline from
Schödel et al. (2013) and apply it to the data sets from Table 3.3. These sets of short expo-
sures contain 800 frames each and have a total integration times of 160, 1200, and 2000 s.
Examples of the flux-normalized PSFs are given in Figure 3.9. In these images, there are two
prominent features, first the spread of the speckle cloud in the noAO simulations, which is
not apparent in the GLAO data, and second smoothing of the individual speckles towards
longer DITs, which presumably limits the recoverable Strehl and disables the disentangle-
ment of close sources. The same four bright stars are chosen as reference stars to obtain a
comparable reconstruction, only the noAO data set with a DIT of 200 ms was restricted to
the two brightest stars because the fainter stars did not have sufficient SNR to improve the
PSF estimation with such short exposure times.

We compare the PSF profiles for the brightest star in the synthetic cluster (H = 12.4 mag)
in Figure 3.10. In this plot, the flux is normalized to the identical total integration time. From
these curves we directly see, that the application of a GLAO correction shifts more flux to
the central peak, as seen in the respectively steeper rise of the curves. This suggests, that this
mode is favored over observations without AO correction. Towards larger aperture radii,
the curves converge against the sky background. From this point on, the curves overlap,
as expected. We identify the same behavior towards fainter stars in the field, regardless of
whether they are reference stars or not. The curves for fainter stars converge at smaller radii
what is expected as they do not contribute significant amounts of flux towards the larger
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FIGURE 3.9: Example PSFs from the noAO (top row) and GLAO simulations (bottom row).
The PSF data are integrated to a total DIT of 0.2, 1.5, and 2.5 s, respectively, as used in the
synthetic observations, IDs 2–6. All PSFs are normalized to an integrated flux of order
unity.

TABLE 3.3: Observations

ID Target Instrument Band Seeing (arcsec)a DIT (s) NFrames

1 Galactic Center VLT/NaCo 0.36 (0.28) 0.15 500
2 synthetic noAO H 1.07 (0.84) 0.2 800
3 H 1.5 800
4 synthetic GLAO H 0.44 (0.35)b 0.2 800
5 H 1.5 800
6 H 2.5 800
7 γ Vel VLT/HAWK-I Ks – 2.0 500
8 γ Vel VLT/HAWK-I Y – 2.0 250

Notes: a The seeing is given for optical (H-band) wavelengths. b The seeing estimate for the
GLAO observations is estimated after the AO correction, the atmospheric input was the

same as for the noAO observations.
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FIGURE 3.10: PSF profiles of the a H = 12.4 mag star in the holographic reconstruction
(solid lines) and in the SSA reconstruction (dashed lines). The flux is normalized to the
same total integration time. The flux of the holographic reconstructions is reduced by a
factor of 10, for visibility of the SSA curves. The vertical line indicates the seeing HWHM,
corresponding to 0.4 arcsec.

radial distances, or their additional flux at such large radial distances is comparable to the
sky background.

Furthermore, there is a prominent difference between the curves from different integra-
tion times. The longer integration times apparently result in a better reconstruction, as sug-
gested in Section 3.4, especially in Figure 3.5. However, this is no longer true for the longest
integration times as the time-normalized GLAO curves for DITs of 1500 ms and 2500 ms
overlap quite well, what suggests that the gain in the SNR is equalized by some other effect,
but this also confirms the finding from Section 3.3.2 that the reconstruction is expected not
to suffer from longer integration times beyond the decorrelation time scale.

Comparing this to the results from the SSA algorithm, indicated by the dashed lines, we
directly see that the photons are spread over a larger area than in the holographic recon-
structions, but still the GLAO-assisted observations provide a better reconstruction, as more
energy is focused towards the center. The quality of the SSA reconstruction appears to suffer
from longer DITs, which is expected since the speckle PSFs blur after such long integration
times. We note that the SSA reconstruction is based on the first 100 frames of each data set,
but normalized to the same total exposure time.

3.6 Comparing Speckle Holography with SSA

on VLT/HAWK-I Data with GLAO Correction

Speckle holography can also be used to improve the sharpness of images without the ne-
cessity to go to the diffraction limit, for example if the sampling of the detector limits the
angular resolution, as is the case with VLT/HAWK-I, with a pixel scale of 0.106 arcsec.
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FIGURE 3.11: The panels show a 10.6 by 10.6 arcsec
subfield of the VLT/HAWK-I+GRAAL data, cen-
tered on the brightest star, in the holographic and
SSA reconstruction for the two filter bands, as indi-
cated. Ks

SSA

Y

Holography

The GALACTICNUCLEUS survey uses this technique to obtain 0.2 arcsec FWHM images
at JHKs with HAWK-I and short exposure times (Nogueras-Lara et al., 2018). In this section,
we test speckle holography on HAWK-I Ks and Y data (IDs 7 and 8 in Table 3.3), obtained
with the ground-layer correction of the VLT/AOF 4 Na-LGS AO subsystem GRAAL, and
compare the result to the standard SSA image reduction. Target of these observations was
the nearby (350 pc) and young (∼ 7 Myr old) star cluster γ-Velorum.

The Ks (Y) data consist of 20 (10) cubes of about 25 exposures of 2 s DIT each. We only
analyzed the data from a single one of HAWK-I’s four detectors. We extracted the PSF from
each individual frame by superposing the images of seven bright, isolated stars distributed
across the field. We found the PSF to be homogeneous across the entire 2 × 2 arcmin FoV.
This facilitated the application of the holography algorithm considerably and demonstrates
the high quality of the GRAAL + AOF system.

We used a Gaussian of 0.25 arcsec FWHM to create the final holographic images (cf. the
extracts in Figure 3.11). To ensure robust source detection and accurate assessment of photo-
metric and astrometric uncertainties we applied a bootstrap procedure to both the SSA and
holography data reduction. From each of the Ks and Y data cubes we created one individual
image and then randomly selected 20 (10) of those images (resampling with replacement, so
any given image can be a repeated one or several times) and created deep mean images and
corresponding noise maps. We thus created 21 resampled deep images. Those were then
analyzed with the STARFINDER software (Diolaiti et al., 2000), with a correlation threshold
of 0.7, two iterations with 3σ detection limits, and deblending blurred stars. The 21 star lists
were then combined. Stars detected within 2 pixels of each other were considered to be the
same star. Finally, to avoid spurious detections, we required a star to be detected in 90% of
the resampled images. The fluxes and positions of the stars, as well as their uncertainties,
were taken from the mean and standard deviation of the individual measurements.

The holographic images are significantly sharper than the SSA images. However, the
quality of the AO correction of the data is so good, that all very close stars were disentangled
by STARFINDER even in the SSA images. More stars were detected in the SSA images (10%
and 20% for Ks and Y, respectively). The missing stars in the holography images are all at
the faint end of the luminosity function. This is probably due to the presence of correlated
noise in the holographically reduced images, which leads to a graininess of the background
that has a scale on the order of the FWHM of the stars and can thus hinder the detection of
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FIGURE 3.12: Photometric (left) and astrometric (right) uncertainties over Ks magnitude as
identified by STARFINDER in the VLT/HAWK-I+GRAAL data (IDs 7 and 8 in Table 3.3).
Blue stars denote the uncertainties in the SSA reduction, and black diamonds the corre-
sponding holographic reduction.

faint stars (cf. Figure 3.11). Holography requires a large number of frames to beat down the
noise in the denominator (see Equation 3.6) and the number of frames used here is relatively
small, in particular at Y.

On the other hand, both the photometric and astrometric uncertainties of the detected
stars are significantly smaller in the holography images, see Figure 3.12. We believe that this
is related to the internal algorithms of the STARFINDER software. STARFINDER only uses the
cores of the stars to fit their position and flux. The SNR of the cores of the bright stars is
much higher in case of the holography images. In Figure 3.13, we show the PSF profiles for
the reconstructions presented in Figure 3.11. It is clearly visible that the holography method
focuses the energy to a region a factor of 2 smaller than in the SSA reconstruction. Moreover,
in contrast to the SSA technique, the holographic approach will likely yield a much sharper
reconstruction for data taken with a detector with a much smaller pixel scale, sampling the
diffraction limit of the telescope (cf. Figure 3.10).

In summary, the astrometric uncertainties in the holographic reconstruction are about
a factor of 2 lower than in the SSA reconstruction (cf. Figure 3.12), even though the ob-
servational data have a limited spatial resolution (due to the VLT/HAWK-I pixel scale of
0.106 arcsec). Besides the higher detection limit of ∼ 0.5 mag (due to the low number of
short-exposure frames), this analysis clearly prefers the holographic to the SSA reconstruc-
tion technique for obtaining diffraction (or pixel scale)-limited imaging. However, we need
speckle observations from an instrument with a pixel scale sampling the diffraction limit of
the telescope, to fully characterize the advantage of the holography technique.

3.7 Summary and Conclusions

In this chapter, we analyzed the potential of applying the holographic image reconstruction
algorithm to AO-assisted short exposure observations from 8 m class telescopes. We simu-
lated series of point spread functions for natural seeing (noAO), ground-layer AO (GLAO),
single-conjugate AO (SCAO) and the low-order enhanced seeing mode (ESM), available for
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FIGURE 3.13: PSF profiles in the reconstruction of the VLT/HAWK-I+GRAAL data
around the brightest star in the field. Solid lines indicate the holographic reconstruction
and dashed lines the simple-shift-and-add reconstruction. Green and light green indicate
the Ks and Y band, respectively.

LBT/LUCI observations. Along with these, we simulated the respective residual wavefronts
and analyzed them for the decorrelation time scale. This analysis suggests that the controlled
wavefronts decorrelate slowlier and that the controlled PSFs smear slowlier, allowing at least
a factor of 2− 3 longer DITs, depending on the given wavefront error budget and AO mode.

We used the PSFs to create synthetic observations and analyze them for the achievable
SNR. We find that longer integration times increase the SNR of the longer spatial wave-
lengths, as expected, what counteracts the (slower) smearing of the PSF and also allows for
longer integration times. This effect is especially prominent at the long spatial wavelength
regime, where the SNR increases by a factor of up to 3. Furthermore, applying the GLAO
correction is expected to yield a higher SNR in the PSF estimate when using ∆H ≈ 3 mag
fainter reference stars, compared to the estimate from noAO data.

We test these findings by applying holographic imaging on synthetic observations with
DITs of 1.5 s and longer and confirm that the reconstruction is significantly better as more
flux is shifted from the seeing halo towards the diffraction limited peak. However, in this
paper, we concentrate on simulating the turbulence residuals after fast AO correction only.
These systems are typically not very robust against very slow (> 1 s) opto-mechanical drifts,
which in a real system will limit the SNR at high spatial frequencies (and hence the achiev-
able angular resolution) at very long integration times. Our simulation results in Figure 3.5
suggest, however, that for GLAO corrected NIR imaging, it is worth to check experimentally
for a given system and atmosphere the high-resolution coherence time up to the second-long
timescales.

The comparison of the holographic imaging technique with the SSA algorithm on VLT/HAWK-I
data, obtained with the GLAO correction of the VLT/AOF GRAAL system, as presented in
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Section 3.6, clearly suggests the use of the holography technique to remove the residual
wavefront aberrations for obtaining diffraction limited imaging. Still, this analysis points
out the requirement of a large number of some hundred frames for the technique to beat
down the noise in the denominator in Equation 3.6, where such low frame numbers pre-
sented here result in a higher detection limit, compared to the conventional SSA technique.

As a next step, we therefore aim at verifying our results on real observations with fast
imaging instruments that are supported by a simple but full-field (GL)AO system, for in-
stance with the combination of LBT/LUCI with the ARGOS LGS GLAO system. The pre-
sented work already strongly suggests the implementation of GLAO assisted imagers with
short-exposure imaging modes.
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Chapter 4

Implementation of a
Speckle Imaging Mode

at an 8 m-class Telescope

In the previous Chapter 3, we have discussed the benefits of using both AO corrections in
combination with image reconstruction algorithms, in order to obtain diffraction-limited
images from large telescopes. For testing these predictions on sky, we need a NIR imag-
ing instrument at an 8 m-class telescope with a fast readout mode, which is, however,
typically not implemented. The reason for this is the increasing complexity of the speckle
PSFs with increasing diameter of the telescope primary mirror (see Section 1.2.1), which
is typically addressed with AO systems rather than by the application of image recon-
struction algorithms. With the aim of studying whether the SOWAT approach may in the
future surpass the GLAO-only setups in terms of image quality or be more cost-efficient
than instrument setups including complex multi-object AO (MOAO) or MCAO sys-
tems, we demonstrate the implementation of a suitable imaging mode at the 8 m-class
LBT in this chapter.

4.1 Development of a fast readout mode for LBT/LUCI

Speckle imaging is not a typical observing strategy at large telescopes since the advent of
AO systems. Noteworthy are, however, the few exceptions from this rule such as the DSSI
(Horch et al., 2009), NESSI (Scott et al., 2018) and AOLI (Velasco et al., 2018), mounted to
3− 5 m telescopes, and the twin speckle imaging instruments ‘Alopeke and Zorro, mounted
to the Gemini-North and South telescopes, respectively (Scott, 2019). Especially for the two
Gemini instruments, the authors report on diffraction limited imaging of individual sources
with 8 m-class telescopes, however in the optical regime with λ ∼ 500 − 800 nm. In order
to make use of optimum AO support, in the sense of SOWAT, we now aim at implement-
ing a correspondingly fast readout (FRO) mode for a NIR imager mounted to an 8 m-class
telescope.

The LBT Utility Camera in the Infrared (LUCI) is the optimal test case for this experiment.
With the unique setup of the two almost identical instruments LUCI1 and LUCI2 sitting on
the common mount of the binocular telescope, one can in principal study the evolution of
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FIGURE 4.1: Readout schemes of the LBT/LUCI instrument ROEs. The readout modes
are double-correlated read (DCR), line-interlaced read (LIR), sample-up-the-ramp (SUR)
and the fast readout (FRO) mode, developed in this work. On the y-axis, one of the 32
amplifier channels of the HAWAII-2RG detectors is displayed with its 64 × 2048 pix. The
detector is reset in negligible time after the readout is complete and the frame is saved.

the speckle cloud of (almost) the same atmosphere above the telescope with and without AO
corrections simultaneously. Especially in cases of failure or maintenance periods of the AO
system on one of the two "eyes", the SOWAT technique can provide for diffraction-limited
imaging.

While the Teledyne HAWAII-2RG HgCdTe detectors and their readout electronics (ROE)
in principal allow for a variety of readout patterns with different readout speeds, only a
small number of patterns is actually accessible via the GEneric InfraRed Software (GEIRS),
the control software being the interface between ROE and the computer (see Figure 4.1 for
example readout patterns). The minimum time needed to read out the full detector once
is only 1.25 s, reading out 100 000 pix s−1 per amplifier (LUCI instrument documentation).
Still, with the default LIR mode, the minimum possible DIT is 2.5 s, because every detector
line of 64 pix is read twice with an intermediate reset(read-reset-read), and hence reading
the full channel takes twice the time as in a single full-frame read. In this mode, the DIT
is the time between the read after resetting and the next read, before resetting the detec-
tor the next time. It is worthwhile noting that this readout mode is already a significant
improvement in observing time efficiency, with respect to the standard DCR mode, where
two subsequent full-frame readouts are subtracted and the detector reset after reading the
second time, which creates a 1.25 s overhead for every image.

And while the simulations from Chapter 3 suggest that such long integration times still
allow for successful holographic image reconstruction (see, especially, Figure 3.10), we de-
veloped a new readout scheme allowing for faster detector readouts (≲ 0.2 − 1 s, required
for traditional speckle imaging) with the existing ROE hardware, depicted in Figure 4.1. This
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mode makes use of the much shorter time needed to read out the full detector once, which
is only 1.25 s. Since for speckle imaging we require a large number of frames, such a readout
scheme would create an immense overhead. Hence, we started from a different conven-
tional concept, from a SUR pattern, where the detector is readout multiple times while the
detector is exposed (while the charge in the individual pixels ramps up), without resetting
the detector. Despite reading out multiple individual frames, the information extracted is
traditionally used only to correlate the individual reads, resulting in smaller uncertainties.
In contrast to this, our concept is to save all the individual reads and correlate them after the
observations. This way, we can create double-correlated reads by subtracting subsequent
frames without the immense overhead, created by the use of the DCR or LIR modes.

The technical limit of 1.25 s for reading out a full frame is due to the fixed speed of
100 000 pix s−1, at which the large number of 64 × 2048 pixels is read out by each of the
32 amplifier channels, operating in parallel. While there is indeed a second mode reading
out the whole detector at a higher pixel rate, this causes significantly larger readout noise,
unacceptable for such short exposures with correspondingly low photon counts. Hence, an
acceleration of the readout speed beyond this limit is possible only by reducing the num-
ber of pixels, i.e. by using sub-windows. We note that the detector architecture with the
connection of the 32 amplifier channels to one side of the quadratic detector, each reading
out rows of 64 pixels width, is the reason that reducing the window of considered pixels in
the direction perpendicular to the amplifier rows does not reduce the effective readout time.
Only reducing the number of pixels read out by a given amplifier reduces the time limita-
tion. Therefore, the final image will have the rectangular shape (Nx

pix, 2048). The minimum
readout time per frame is then:

tRO, min = 1.25

(︄
Nx

pix

2048

)︄
s frame−1 (4.1)

The first tests of the functionality of this new readout scheme were conducted at the
LUCI-ROE prototype in the laboratories in house. This prototype is sufficiently equal to the
ROEs installed in the LUCI instruments to allow for the feasibility tests. We have defined a
number of rectangular sub-windows and set the save mode to Cube Mode, which stores all
the individual frames to a data cube, as described above. In order to obtain the time series of
double-correlated reads, we subtracted subsequent frames from another, which then had the
a RON of ∼ 5.5 ADU, as inferred from non-illuminated (dark) frames. After this feasibility
check, we continue below with on-sky tests of the FRO mode.

4.2 Observations

4.2.1 LBT/LUCI

The observations for this experiment have been carried out in engineering time in October
2020 under program ID LE-2019B-005, targeting a small region within the Milky Way glob-
ular cluster M15. For sampling well the speckle PSF, we used the N30 camera with a pixel
scale of 0.015 arcsec pixel−1 and with a corresponding full-frame FoV of 30 × 30 arcsec. The
filter was set to K to make use of the optimum AO correction performance. For reducing
stray light and background radiation, the N30 field-stop mask was inserted into the optical
path, as typical for observations with the LUCI N30 camera.



54 Chapter 4. Implementation of a Speckle Imaging Mode at an 8 m-class Telescope

TABLE 4.1: Observations

ID Instrument AO mode Window Nx
pix DIT (s) Nframes

1 LUCI1 FLAO 2048 10 5
2 LUCI1 ESM 302 0.185 18 × 100
3 LUCI1 ESM 906 0.554 8 × 100

The observing strategy was to take a set of five full-frame images with a DIT of 10 s
and in conventional LIR mode with the AO loop closed, serving as a reference for the FoV.
The AO guide and reference stars are chosen from the LUCI reference star catalogue and
the field was then centered on the AO reference star (Ks = 13.7 mag, RA 21:30:04.933, Dec.
12:12:19.96, LUCI AO reference star catalogue), such that it also serves as a photometric
reference and furthermore guarantees for a sufficiently bright reference star for measuring
the PSF. Furthermore, we applied a "dice-5" dither pattern with 0.5 arcsec offsets in order
to avoid persistence and other systematic effects. Then, we opened the loop and switched
to the FRO mode described above and took a set of 18 × 100 frames with a DIT of 180 ms.
We repeated this sequence but with a 3× larger FoV in the slow x direction of the ROE and
correspondingly longer DIT (see Eq. 4.1). An overview on the observational data sets is
provided in Table 4.1.

4.2.2 Data Reduction

The raw data were reduced with our own pipeline SPECKLEPY.1 Typically, we apply a stan-
dard flow of dark subtraction, flat fielding, and then sky subtraction, while propagating the
uncertainties. Details of the reduction flow in SPECKLEPY are described in Appendix A.2.
For the FRO cubes, containing 101 single-read frames each, we subtract subsequent frames
prior to the reduction in order to create 100 DCR frames. We note that, for commissioned
readout patterns, this step is already completed during the readout process, prior to saving
the images on a hard drive. Despite the larger amount of disk space required for saving
all the data, this enables us in principle to also create longer exposures by subtracting not
the subsequent but every second, third, etc. subsequent frame and thereby to create long
exposures of arbitrary multiples of the DIT with texp = 1 − 100× the DIT, and study in the
future also e.g., the impact of PSF smearing on image reconstruction for sufficiently bright
reference stars.

4.3 Results

4.3.1 Full-frame Exposures

In order to obtain an overview of the covered FoV, we aligned three of the five AO-assisted
long exposures by a cross-correlation of the stellar positions. We disregarded the remaining
two frames, because they exhibit artifacts that are presumably due to a partial misalign-
ment in the optics during the exposure. The resulting long-exposure image is presented
in Figure 4.2. The contours of the individual frames are visible towards the edges and the
prominent features in the corners of each frame are due to the N30 field-stop mask.

1SPECKLEPY: https://github.com/felixbosco/specklepy

https://github.com/felixbosco/specklepy


4.3. Results 55

10 5 0 -5 -10 -15
RA (arcsec)

-10

-5

0

5

10

15
D

ec
. (

ar
cs

ec
)

1

2

3
4

5

6

7
8

9

10

11

12

13

14

15

16

17

18

19

20

21
22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

FIGURE 4.2: Field of view of the aligned long exposure frames. The color map is clipped at
3σ ≡ 99.7% to enhance the contrast of faint sources. The red circles indicate the position
of the STARFINDER sources, listed in Table 4.2. The black arrows indicate the width of
the sub-windows. Artifacts in the corners of the individual images are due to the N30
field-stop mask.

From this combined image, we extract the relative positions and fluxes of the stars in the
FoV with a STARFINDER procedure from the PHOTUTILS library2 with a threshold of SNR >

5, with the results summarized in Table 4.2. In the table, all coordinates and brightness
values are relative to the AO reference star (ID 1 in the table; see also Section 4.2). We
caution that stars, which lie in the region of partial overlap of the individual frames, might
be artifacts from the co-adding procedure, as we did not examine sources in detail; only the
bright stars in the center are of interest in the following analysis. We furthermore note that
the reference star is displaced from its intended position in the image center by 3.5 arcsec in
right ascension and 0.5 arcsec in declination. For the four brightest stars, we measure count
rates of 25.0, 15.9, 11.6 and 10.6 × 103 ADU s−1 within an aperture of 27 × 27 pix (cutting off
at ∼ 1.5 × σPSF).

2PHOTUTILS: https://photutils.readthedocs.io/en/stable/detection.html (Bradley et al., 2020), based
on the implementation of the DAO Starfinder (Stetson, 1987).

https://photutils.readthedocs.io/en/stable/detection.html
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TABLE 4.2: Stars in the field of view.

ID ∆RA ∆Dec. ∆K
(arcsec) (arcsec) (mag)

1 0.00 0.00 0.00
2 -0.81 -10.01 0.49
3 -2.31 -0.44 0.83
4 3.82 0.92 0.93
5 4.13 3.45 1.35
6 16.21 5.37 1.70
7 -10.17 10.97 1.80
8 -2.23 9.69 1.94
9 4.17 0.15 2.10

10 12.48 -3.95 2.27
11 14.91 11.14 4.05
12 -11.38 -8.88 4.16
13 2.15 15.30 3.49
14 5.06 11.51 3.17
15 1.65 6.42 3.37
16 4.57 8.57 3.52
17 -8.76 -6.34 3.86
18 19.14 -2.84 4.20
19 16.11 -11.73 4.62
20 17.88 8.05 7.40

ID ∆RA ∆Dec. ∆K
(arcsec) (arcsec) (mag)

21 2.23 13.46 3.88
22 -1.10 12.65 4.35
23 -5.05 -8.70 4.52
24 5.99 2.37 4.07
25 -8.86 -3.31 4.18
26 16.20 -12.31 5.29
27 -7.33 8.61 4.85
28 7.81 -13.06 6.13
29 16.69 -8.57 7.22
30 -7.61 7.43 6.12
31 -1.30 1.62 4.20
32 5.92 7.54 4.49
33 7.55 9.13 5.38
34 1.49 3.67 4.45
35 -3.62 -2.47 4.59
36 1.84 3.96 4.62
37 12.50 13.16 6.89
38 -7.19 8.02 5.54
39 11.05 6.19 4.95
40 -0.32 13.44 4.86

Notes: Positions and magnitudes are relative to the AO reference star (ID 1).

4.3.2 Fast Readout Exposures

After the subtraction of subsequent FRO frames and reducing the data as described above,
the data follow the expected characteristics. We measure a readout noise 5.5 ADU from
the dark frames. Furthermore, the DITs or equivalently the time required for reading out
the sub-windows are in very good agreement with the prediction from Equation 4.1. This
leads to the conclusion that the new FRO mode does not generate additional overheads with
respect to the conventional LIR mode.

Caveats on the FRO Mode

Due to the offset of the targeted reference star with respect to the image center, as displayed
in Figure 4.2, it is not covered in the FoV of the small sub-window (observation ID 2), leaving
star 4 as the brightest star in these frames. However, with a peak count rate of ∼ 30 ADU s−1

(cf. Figure 4.3, bottom left panel), star 4 is expected to only show 5.6 ADU at peak in the
185 ms frames and thus barely exceeds the noise level. Therefore, this source is insufficient
for the analysis and we cannot use the 185 ms-frames in the following analysis. This reveals
one of two caveats of the here-presented FRO mode: First, only bright sources exceed the
read noise threshold in the short exposure times. In practice, one should therefore carefully
balance the source brightness with the noise amplitude, where dark current and sky back-
ground noise certainly depend on the respective DIT. Especially, the wings of the PSF should
be detectable in order to achieve a good estimate of the speckle PSF and to apply holography.

A second caveat is possible saturation of bright sources. Since we are not resetting the
detector between reads (cf. Figure 4.1), individual pixels may saturate on bright sources, in
principal. Though this is not the case here, with the FoV covering only comparably faint
stars with Ks ≳ 13.7 mag, it is advisable to divide the total integration time into a number
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of data cubes, whose particular total exposure time does not allow for saturation on the
brightest sources.

PSF Stability

In order to compare the SNR of the power spectra to the predictions from Chapter 3, we
conduct an aperture analysis for four bright stars in the FoV. As mentioned above, we are
restricted to the 554 ms frames and, therefore, we cannot test the dependency on integration
time. Also, we cannot compare the curves for different kinds AO corrections, as only ESM
data are available. Still, by choosing reference stars that cover a range of about 2 mag in
K-band magnitude, we can test the dependency of the SNR of the power spectra on stellar
brightness.

The time-integrated and azimuthally-averaged PSF profiles are presented in Figure 4.3.
The FWHM of the ESM-controlled PSFs is ≲ 200 mas. The difference in the PSF profiles is
due to the combination of the state of atmospheric turbulence at the time of the observations
and the resulting AO performance. This variance is also expressed in the SNR curves of
the power spectra for the corresponding data cubes, with highest SNR achieved for cubes
with more strongly peaked PSF (see right panels in Figure 4.3). With these data sets, we can
confirm the increase in SNR of the power spectrum with stellar brightness. However, the
difference is only prominent for spatial wavelengths ≳ 0.6 arcsec.

4.3.3 Image Reconstruction

The final goal of the experiment is to compare the image quality in the reconstructed image,
as obtained from data in different AO modes and from the SSA and holography image re-
construction algorithms. To this end, we implemented both algorithms in the SPECKLEPY

software suite, following the holography algorithm as outlined in (Schödel et al., 2013), and
refer to Appendix A.3 for a detailed description of the implementation. We note that we
mask out two spurious sources during this analysis, which are fixed on the detector grid
despite the dithering between cubes and therefore likely instrument-specific reflections.

In order to compare the effect of the choice of the SSA or holography reference star, we
reconstruct the image with both algorithms using four different reference stars. The result-
ing images from using the brightest star ID 1 as reference are presented in Figure 4.4. As
expected from the results of Chapter 3, the contrast between sources and background is
much larger in the holographic reconstruction. However, the holography images show ar-
tifacts in the vertical direction, where the most prominent feature always passes through
the PSF reference star. This chain of equidistant side-images, which are placed exactly 64 pix
apart from each other, is likely created in Fourier space, where the pattern from the amplifier
channels with a width of 64 pix populates the spatial wavelength of 64 pix. These artifacts
are suppressed with a higher noise threshold on the PSF estimate and may, in the future,
be reduced further by improving the data reduction procedure or by damping the mode in
Fourier space.

Assessment of Image Quality

The impact of the chosen reference star is apparent in the azimuthally averaged PSF cross
sections in Figure 4.5. The faintest star ID 8, is not bright enough to allow for a holographic
reconstruction, only for the SSA reconstruction, but this is the reconstruction with the largest
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FIGURE 4.3: Aperture analysis of three representative stars covered in the FoV of the
observation ID 3 frames, with the stellar ID and magnitude indicated in the correspond-
ing panels. All frames have been taken with the AO system working in ESM mode and
therefore share the same color. (left) Azimuthally averaged PSF profiles and (right) the
corresponding SNR of the power spectra for the same aperture.
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FIGURE 4.4: SSA (left) and holographic reconstruction (right) of the 554 ms frames, using
star 1 as the PSF reference. The color map is clipped at 99.0% to enhance the contrast of
faint sources. The red circles indicate the positions of identified sources, as in Figure 4.2.
For a discussion of the vertical feature in the holographic reconstruction, see the text.

width of the resulting PSFs. Then, with increasing brightness of the reference star, more flux
is concentrated at the peak, what is expected as the intensity peak (in SSA) or the instan-
taneous PSF (in holography) is estimated at higher SNR. One outlier to this trend is the
profile of star 1 (top panel), where the order is reversed. However, despite concentrating the
flux of the star more efficiently to the center, the actual peak flux follows the expected order.
A second outlier is the SSA curve for star 2, when it is also used as a reference star for it-
self (second panel), which suggests that the reconstructed PSF is closer to the diffraction limit
than in the holographic image. A possible explanation for this finding is that star 2 the WFS
was actually using this star as a reference, such that the brightest speckle already contains
a large fraction of the flux. In this case, however, also the other SSA reconstructions based
on star 2 should be of higher quality, so that the actual cause remains unclear. Finally, the
combination of multiple reference stars (cyan curves), which have been median-combined to
obtain an average PSF estimate, typically provides the narrowest reconstructed PSFs for all



60 Chapter 4. Implementation of a Speckle Imaging Mode at an 8 m-class Telescope

0 5 10 15 20 25 30
Radius (pix)

0.00

0.25

0.50

0.75

1.00 ID 1
K = 0.0 mag

ID 1
K = 0.0 mag

Reference star
ID 1 (+0.0 mag)
ID 2 (+0.49 mag)

ID 4 (+0.93 mag)
ID 8 (+1.94 mag)

IDs 1, 2, 4

0.00

0.25

0.50

0.75

1.00 ID 2
K = 0.49 mag

ID 2
K = 0.49 mag

0.00

0.25

0.50

0.75

1.00 ID 4
K = 0.93 mag

ID 4
K = 0.93 mag

0.0 0.1 0.2 0.3 0.4
Radius (arcsec)

0.00

0.25

0.50

0.75

1.00

Pe
ak

-n
or

m
al

iz
ed

 fl
ux ID 8

K = 1.94 mag
ID 8

K = 1.94 mag
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FIGURE 4.6: Photometric and astrometric uncertainties of the identified sources in the
reconstructions. The symbol colors indicate the reference source (left legend), and the sym-
bols indicate the reconstruction type (right legend).

investigated sources.

Photometric and Astrometric Uncertainties

In the next step, we apply our source extraction procedure to the reconstructed images, in
order to assess the achievable photometric and astrometric uncertainties. Therefor, we prop-
agate the image uncertainties through the centroiding function, where the underlying image
uncertainties are obtained from bootstrap-resampling the reconstructed images. We use a
number of 32 bootstrap-realizations of the respective images by using different combina-
tions of the contributing frames with multiple selection of individual frames, as described in
Section 3.6. The variance of these realizations of the image is used as the image variance and
represents the systematic uncertainty from the reconstruction process. Then, we extract the
source positions with the above-mentioned source extraction procedure with a 5σ thresh-
old. These positions are used as a first guess to define apertures, over which the centroiding
functions from Equation 4.2 are evaluated. With this aperture photometry and astronomy,
we estimate the flux and positions along with the respective uncertainties at high precision
for the sources in the field. The centroiding functions are as follows:

f = µ0 = ∑ij wij · fij σ2
f = σ2

µ0
= ∑ij w2

ij · σfij

x = µ1x = µ−1
0 ∑ij j · wij · fij σ2

x = σ2
µ1

= µ−2
0 ∑ij

[︂
wij · σfij

· (j − µ1x )
]︂2

y = µ1y = µ−1
0 ∑ij i · wij · fij σ2

y = σ2
µ1

= µ−2
0 ∑ij

[︂
wij · σfij

· (i − µ1y)
]︂2

(4.2)

The obtained photometric and astrometric uncertainties for all reconstructions are pre-
sented in Figure 4.6. At first glance it is surprising that the uncertainties obtained from the
SSA reconstructions are systematically smaller than the holography ones. Considering the
comparably smoother reconstructed PSFs, which are more homogeneous across the FoV,
however, the source extraction procedure is more successful to extract real sources, whereas
a large number of spurious sources towards the low-brightness end are identified in the
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holography image (sources not labeled in Figure 4.4). Also the smaller systematic uncertain-
ties in the SSA image cause smaller uncertainties for the real and bright sources. And yet the
prediction of lower uncertainties for brighter reference stars remains true with the largest
SSA uncertainties for star 8 and the largest holography uncertainties for star 4. We finally
note that the combined photometry, astrometry and corresponding uncertainty estimates are
rather preliminary and subject to further improvements of the code in the future.

In summary, the above results widely confirm our predictions from Chapter 3. With the
current implementation of the STARFINDER procedures, we have not yet achieved to extract
reliable source numbers and the reconstructed PSFs cause larger than expected uncertainties
for the holography images. Hence, a detailed analysis of the dependency of the photometric
and astrometric uncertainties on the choice of the reference star (as presented in Figure 4.6)
is intended. We note already that, due to the granular structure of the background in the
holographic reconstruction, the demands on the source extraction procedure are high, in
order not to be deceived by spurious sources.

4.4 Conclusion

We have developed and implemented a new fast readout (FRO) mode for the NIR imager
LBT/LUCI. This mode is capable of delivering sub-second DITs with a combination of sav-
ing all read frames and sub-windowing of the detector. After successfully testing the concept
with a prototype ROE, we also used it on-sky in engineering time at the LBT. Further results
obtained from this experiment are as follows:

• Due to an offset within the telescope and instrument optics, the reference star in the
center of the targeted field is not mapped to the center of the detector. In practice, this
suggests to adjust the sub-windows given the star position in the full-frame images
before or during the observations.

• The brightest star in the 185 ms-frames with K ∼ 15 mag is not detected in the short-
exposure frames and hence sets a lower limit on the required magnitude of the refer-
ence star. We note that this star is detected in the 554 ms-frames and hence suitable to
serve as a reference star there.

• We measure the SNR of the power spectra across apertures that are centered on four
stars with brightness covering the range of ≈ 2 mag in ∆K. These graphs confirm
the increase in the SNR with stellar brightness, as predicted by the simulations from
Chapter 3.

• While the holographic reconstructions of the image from the 554 ms short-exposure
frames typically yield the higher contrast in the stellar PSFs, the STARFINDER algo-
rithm struggles with source identification due to the granular structure of the back-
ground. The complex structure of these reconstructed PSFs furthermore leads to larger
photometric and astrometric uncertainties, which will likely be improved with brighter
PSF reference stars not being available in this field.

The results of this experiment are encouraging future tests in a field with brighter stars,
to eventually study the achievable uncertainties of the sources in the reconstructed images.
Furthermore, we intend to measure the astrometric and photometric uncertainties from the
images, in order to compare the quality of the reconstructed images as obtained from the
SSA and speckle holography algorithms.
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Chapter 5

Testing the SOWAT Simulations
with On-sky Data

The structure of speckle PSFs or speckle clouds (such as depicted in Figure 1.3) and most
importantly its granularity are set by the wavelength of observation and the telescope
aperture (see Section 1.2.1). Hence, we can test our predictions from Chapter 3 also with
archival data from smaller telescopes, observed at correspondingly shorter wavelengths.
A suitable data set was taken at the 4.2 m William Herschel Telescope (WHT) with the
Adaptive Optics Lucky Imager (AOLI) in i′-band (see Section 5.1 for details on the ob-
servations). The number of coherent atmospheric cells sampled with this setup agrees
to the H-band observations simulated for the 8.2 m LBT to within 30% (under simi-
lar observing conditions) and the evolution of the speckle PSFs is hence expected to be
comparable.

5.1 Observations

5.1.1 WHT/AOLI

The short-exposure images have been taken with the AOLI instrument, a visitor instrument
mounted on one of the Nasmyth platforms at the 4.2 m WHT (Mackay et al., 2012, 2014;
Velasco et al., 2016, 2018). This multi-component instrument contains integrated WFS and
AO subsystems, working with faint reference stars (I ∼ 16 − 17 mag) and providing low-
order wavefront corrections of up to 153 Zernike modes (Colodro-Conde et al., 2017). By
design, the AO system corrects only for orders higher than tip and tilt, as these are intended
to be corrected by the image reconstruction procedure. The observational data with exposure
times of 30 ms per frame and a Sloan i′-band filter are published in Colodro-Conde et al.
(2017) and have been generously provided for this work. Targets are the two bright stars
HIP 10644 and HD 207470, with I = 4.2 and 7.5 mag, respectively (Colodro-Conde et al.,
2017), and these stars have been used as AO reference stars in the respective observations.
The natural seeing in the night of the observations was S ∼ 1.4 arcsec. The pixel scale of the
camera is 55 mas pixel−1 (Velasco et al., 2016) and the corresponding FoV is ≈ 1 × 1 arcsec.

With the aim of verifying the effectiveness of the AO system, half of the frames for each
target have been taken with the AO loop open and the other half with closed loop (see
Table 5.1). Here, the open loop is realized with a flat mirror inserted instead of the DM
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TABLE 5.1: Observations

ID Instrument DIT Target AO Nframes

1 WHT/AOLI 30 ms HIP 10644 open 5 × 100
2 HIP 10644 closed 5 × 100∗

3 HD 207470 open 10 × 100
4 HD 207470 closed 10 × 100

Notes: ∗ The last cube partly contains open-loop frames.

during the observations of HIP 10644, while the DM was set "as flat as possible" for the
observations of HD 207470 (Colodro-Conde, priv. comm.). Hence, this data set provides the
optimum testbed for our simulations from Chapter 3.

5.1.2 Data Reduction

With respect to the data product obtained from Colodro-Conde et al., the only correction we
have applied is a background subtraction, as this would cause an offset in the flux in the
speckle PSF. To achieve this, we mask the region with potential contamination by the stellar
photons and measure the counts in the remaining part of each frame. Then, we subtract the
median offset in order to enable the analysis of the speckle evolution in the PSF on the star
without background photons.

5.2 The Impact of AO-corrections on the Temporal PSF Sta-

bility

We analyse the temporal stability of the speckle PSFs in the data, following the analysis
described in Bosco et al. (2019a, also Chapter 3). Therefore, we define an aperture with
a radius of 30 pix, centered on the intensity peak in the collapsed image, integrated along
the time axis, of every data cube separately. In Figure 5.1, we present the corresponding
integrated PSF profiles (left) and the SNR of the PSF power spectrum as a function of the
spatial wavelength of the oscillation (right).

A brief inspection of the PSF profiles indicates the effect of the AO system, concentrat-
ing the flux from the outer halo into the center. This is evident in the shallower tail, the
smaller half width at half maximum (HWHM) and stronger peak of the PSF. In the case of
the fainter star HD 207470, however, we identify a stronger variation of the PSF profile with
the best frames taken with the AO loop open having a similar profile to the worst frames
taken with the AO loop closed. Two possible explanations for this are that either the lower
stellar brightness of ∼ 3 mag, which delivers fever photons to the WFS and therefore re-
sults in a stronger fluctuation of the results. Since the stronger variations of the profile are
also observed when the AO loop was open, however, the more reasonable explanation is
potentially stronger atmospheric turbulence in the beginning of the night (HD 207470 was
observed at 10:30 pm, whereas HIP 10644 was observed in the end of the night, 2:40 am and
3:40 am). There is also one outlier curve for a data cube obtained with the AO loop closed,
whose amplitude is smaller by a factor of ∼ 100, which is due to a correspondingly lower
flux in the exposure. The reason for this decrease in flux is not clear, however. The outlier in
the set of curves for HIP 10644 belongs to a cube, which also contains frames with the AO
loop open.
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FIGURE 5.1: Aperture analysis of the AOLI data. Radially averaged PSFs (left) and SNR of
the PSF power spectrum (right) for the two bright stars HIP 10644 (top row) and HD 207470
(bottom row). Blue curves are open-loop observations while green are taken with the AO
loop closed.

The power spectrum SNR of the PSFs also behaves as expected from the results of Chap-
ter 3: While the SNR at the end of high spatial frequencies or small spatial wavelengths is
essentially unaffected by the state of the AO system, we see the expected change towards the
longer spatial wavelengths. The SNR increases for shorter spatial wavelengths when the AO
loop is closed. Furthermore, we can confirm the behaviour of a stronger advantage of using
the AO, when the reference star is brighter (cf. Figure 3.7); while the power spectrum SNR
for the fainter star HD 207470 approaches order unity for spatial wavelengths ≲ 0.8 arcsec, it
reaches order unity only for spatial wavelengths ≲ 0.5 arcsec in the case of the brighter star
HIP 10644. Comparing these findings to the results from Chapter 3 leads to the expectation
that the holographic reconstruction of the data for HIP 10644 will yield the better result.

We conclude this analysis with a confirmation of the speckle PSF evolution as derived
from the simulations, presented in Chapter 3. In that chapter, the SNR of the PSF power
spectrum was introduced as a measure for the convergence of the MTF during the statistical
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FIGURE 5.2: Reconstructed PSFs from the WHT/AOLI speckle data. All color maps are
following a fourth-root scaling to emphasize the tails of the PSFs. The radial profiles of
these PSFs are presented in Figure 5.3 (for a better comparison of the amplitudes).

deconvolution of the PSFs for the holographic image reconstruction. With these observa-
tional data, we can now compare the reconstruction for real data, in the following section.

5.3 Image reconstruction

In order to understand the effect of the application of AO corrections on the image quality
of reconstructed images, we apply the SSA and speckle holography algorithms to the data,
as implemented in SPECKLEPY.1 After shifting and adding the frames of one individual
cube, the code aligns the intermediate results using a relative shift measured by comput-
ing the maximum cross-correlation with respect to a given reference image. Starting from
such a SSA reconstruction, one can choose suitable PSF reference stars (one in this case)
for the holographic reconstruction (as outlined by Schödel et al., 2013), which are used to
extract the speckle PSF from every frame. Once all the PSFs are extracted, subtracted by left-
over background, normalized and averaged, the code applies the statistical deconvolution,
based on Equation 3.6. The reconstructed object in Fourier space is then apodized by a two-
dimensional Gaussian, approximating the diffraction-limited PSF of the instrument. Finally,
the reconstructed image is obtained from an inverse Fourier transform into the image space.

The products of applying these procedures to the data for the two target stars, HD 207470
and HIP 10644, are presented in Figure 5.2. For the apodization in Fourier space, we have
chosen two-dimensional Gaussian with a standard deviation of 1 pix ≡ 55 mas. While this
is about a factor of ≈ 3× larger than the expected diffraction limit in i′-band for an 4.2 m
telescope, tighter apodization functions caused artifacts as visible in the noAO-panel for
HIP 10644. These artifacts vanish completely for broader apodization kernels and are due to
reflections within the instrument.

The advantage of the holographic reconstruction is very prominent in the strong contrast
between the star and the background. It is worthwhile noting here that the broader appear-
ance of the core of the PSF is due to the color scale. For a better comparison of the results,

1SPECKLEPY: https://github.com/felixbosco/specklepy

https://github.com/felixbosco/specklepy
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FIGURE 5.3: PSF profiles in the reconstructed images from the WHT/AOLI speckle data
for HD 207470 (top) and HIP 10644 (bottom). SSA reconstructions are indicated by dashed
lines, whereas holographic reconstructions are solid.

the radial profiles of the PSFs are presented in Figure 5.3. Besides the differences resulting
from the choice of the reconstruction algorithm, they illustrate the effect of the application of
the AO corrections more intuitively: The superiority of the holography algorithm over SSA
is obvious, as the peak flux increases by a factor ≳ 8 in all cases except for the AO-assisted
observations of HIP 10644, by shifting flux from the seeing halo into the diffraction-limited
core. A comparison to the radial PSF profiles in Figure 5.1 emphasizes, however, the gain
of both algorithms with respect to natural seeing or AO-only observations with HWHMs
≲ 0.2 arcsec in all cases. It is also worthwhile noting here how the SSA reconstruction gains
from the correction of the AO system, as the aligned speckles tend to be brighter such that
less flux ends up in the outer seeing halo.

In contrast to the expectations, the holographic reconstruction of the ≈ 3 mag brighter
star HIP 10644 does not yield a better holographic reconstruction than in the case of HD 207470.
While a factor of 2 in the peak flux is due to the two times longer total integration time, which
is nicely seen in the SSA reconstructions, the sub-optimal reconstruction might be due to the
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small amount of frames. Furthermore, the holographic reconstructions in these examples
are not better when using AO-assisted observations instead of natural seeing clouds. We
attribute this to the fact that we are extracting the speckle PSFs from the individual frames
at a very high SNR such that the flux could be efficiently re-located from the seeing halo
into the diffraction limited peak. In contrast, the simulations were based on ≳ 6 mag fainter
stars, where the effect of the AO corrections is more important to bundle fainter speckles
into brighter ones, above the detection threshold. Also, the increase in peak flux in the case
of HIP 10644 without the AO corrections can party be explained by the spike feature, seen
in Figure 5.2. We conclude this analysis by noting that the change in the PSF power spec-
trum SNR does not automatically lead to the better reconstructed image, as suggested in
Chapter 3. If the SNR of the speckle PSF estimate is sufficient, Holography can recover the
diffraction-limited PSF independent of the AO support.

5.4 Conclusion

In this chapter, we have analysed the stability of speckle PSFs using on-sky data, in order
to test the simulation results from Chapter 3. With observations of two bright (I ≲ 7.5 mag)
stars in an observational setup, which results into a speckle cloud comparable to the simula-
tion setup from Chapter 3 (smaller telescope aperture at shorter wavelengths), we tested the
SNR of the speckle PSFs power spectrum.

While this quantity behaved as expected from the simulations, only the SSA reconstruc-
tion benefited significantly from AO corrections of the input data. In contrast to this, the
holographic reconstruction did not benefit significantly, which we attribute to the high SNR
of the individual speckle PSFs. In this regime, where the natural short-exposure PSF can be
extracted in comparable detail as the AO-assisted, the algorithm does not benefit from the
wavefront control by the AO. A corresponding comparison of the reconstruction of fainter
stars in the field is impossible due to the lack of other objects in the FoV.
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Part III

Probing the Kinematic Structure of
the Quasar Broad Line Region
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Chapter 6

The Broad Line Region Model

This chapter is based on work published in
Bosco et al. (subm. §§1, 2 & A)

Direct measurements of the masses of supermassive black holes (SMBHs) are key to un-
derstanding their growth and constrain their symbiotic relationship to their host galaxies.
However, current methods used to directly measure black hole masses in active quasars
become challenging or impossible beyond z ≳ 0.2. Spectroastrometry (SA) measures the
spatial centroid of an object’s spectrum as a function of wavelength, delivering angular
resolution far better than the PSF for high signal-to-noise ratio observations. Hence, in
this chapter, we introduce a new approach for measuring BHs masses based on the SA
signal of the quasar BLR. We describe and implement the BLR model, which is based on
a small number of parameters.

6.1 Introduction

A common approach for measuring the masses of SMBHs is to model the kinematics of the
gas surrounding the central accretion disk. This region is widely believed to be a thick disk-
like rotating structure of clouds with additional in and outflowing components (Williams
et al., 2018). Due to the wide range in observed velocities relative to the central continuum
source, of up to 10 000 km s−1, these structures are referred to as BLRs. However, these
structures of a few tens to hundreds of light days are not resolvable with an individual
telescope beyond distances of ∼ 100 Mpc (Williams et al., 2018).

Stern et al. (2015) explored application of the SA technique to luminous quasars at red-
shifts of 1 < z < 7, and argued that given their expected rBLR ∼ 50 − 100 µas and the
estimated sensitivity σs, one could spatially resolve gas kinematics in the BLR and possibly
also measure black hole masses. Given the implied precision σs ∼ 30 µas, this technique is
capable of delivering black hole masses with an individual 8 m-class telescope (in contrast
the VLTI measurements using four simultaneously) in a moderate amount of time of only a
few hours. Indeed, with the 30 m-class telescopes such as the 39 m ELT or the 30 m Thirty
Meter Telescope (TMT) under construction, the time requirement is expected to shrink to
a few 10 min per target (Stern et al., 2015), due to the larger collecting areas and smaller
PSFs. Also, the SA technique does not require multiple observing epochs such as RM and
the brightness limit is not defined by the hardware, as is the case in VLTI measurements, but
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in principal only by the number of collected photons. We note, however, that the required
use of AO systems typically introduces brightness limitations, e.g. V ≲ 17 mag at the exam-
ple of the AO system Gemini-North/ALTAIR in laser guide star (LGS) mode (Christou et al.,
2010).

Another key question about the nature of the BLR is its kinematic structure – as the BLR
is likely an integral part of the accretion flow toward the black hole, the question arises,
whether the BLR clouds primarily follow ordered rotation about the black hole or whether
they are in random virial motion. More recently, e.g. Pancoast et al. (2014) and Williams et al.
(2018) have shown by directly modeling RM data that the BLR contains multiple kinematic
components, such as clouds on elliptical orbits about the central black hole or radial inflow-
ing motions. Beyond gravitational forces, the radiation pressure from the inner accretion
disk is accelerating gas outward. Since the superposition of these kinematic components
will produce a different SA signal than e.g. ordered circular motion (see also Section 6.2,
below, and Section 3.2 in Stern et al., 2015), one can furthermore use SA to disentangle and
study the kinematics of the BLR.

In this part of the thesis, we attempt the first measurement of the SA signal of a quasar
BLR. In this chapter, Section 6.2, we introduce our BLR model and derive the expected
corresponding spectroastrometric signal. Numerical approximations for the implementation
of the model are summarized in Section 6.3. Then, in Chapter 7, we describe the observations
and the data reduction process along with a first look into the combined quasar spectrum,
in Section 7.1. A detailed description of how the position centroid spectra are extracted
from the spectral data, how they are combined, and finally tests for systematic uncertainties
are presented in in Section 7.2. Finally, in Chapter 8, we describe the SA modeling of the
centroid spectra in Section 8.1 with a discussion of the limitations using mock observations.
In Section 8.4, we compare the results to the literature and subsequently summarize the work
in Section 8.5.

6.2 The Spectroastrometric Signal

With SA, one measures the position of an object as a function of wavelength (Bailey, 1998).
In the case of disk-like structures, this information provides crucial constraints on the under-
lying geometry. In the particular case of the quasar BLR, we can make use of the fact that the
inner accretion disk, which is emitting the bright continuum radiation, is small with respect
to the extent of the outer gas structures emitting the BELs. Hence, we can use the position of
the continuum emission as a point of reference and study the broad-line emission in terms
of a signal offset from this reference position. In this section, we now introduce our BLR
model and derive an expression for the expected astrometric position offsets caused by the
BLR photons.

Following the work of Chen et al. (1989), Chen and Halpern (1989) and Stern et al. (2015),
we assume that the BLR emission originates from a thick and cloudy disk, which is observed
at an inclination i close to face-on (i = 0, see also Williams et al., 2018). We adopt the
coordinate system defined in Figure 1 of Chen et al. (1989), where the coordinate tuple (r, φ′)

represents positions in the disk rest frame. In this frame, the BLR clouds reside at a radial
distance rBLR ≳ 103 rg, where rg = 2 GMBH/c2 is the gravitational radius of the central
BH. The contribution of line emission per unit log r from radial annuli relative to rBLR is
parameterized by the radial distribution function f (r/rBLR) (for details, see Section 6.3). In
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this work, we utilize the radial profile estimated by Baskin et al. (2014), see their Figure 5,
for the broad Hβ line, where we use the equivalent width as a proxy for the fraction of line
emission per unit log r and normalize to unity.

The BLR clouds are assumed to follow ordered rotation around the central SMBH with a
rotation velocity vrot at rBLR, where vrot is observed under inclination i. Additional kinematic
components, such as the radial disk winds identified e.g. by Williams et al. (2018) or gas mo-
tion perpendicular to the disk plane, are parameterized by a velocity dispersion parameter
σv. The Doppler shift at position angle φ′ in the disk rest frame and the dispersion parame-
ter σv together cause line broadening with respect to the observed rotation velocity vrot sin i.
Under consideration of all the above, Stern et al. (2015) derive the following expression for
the locally emitted photon flux density Φ∗

v(r, φ′):

Φ∗
v(r, φ′) =

f (r)
r

· exp
(︃
− (vrot sin i · sin φ′ − v)2

2σ2
v

)︃
. (6.1)

The observed photon flux density Φv at velocity v is then obtained by integrating the locally
emitted photon flux density Φ∗

v(r, φ′) over the disk surface in the disk rest frame:

Φv =
∫︂∫︂

Φ∗
v(r, φ′)dr dφ′ , (6.2)

where Φ∗
v is subject to local line broadening and to the radial distribution f (r) of the emitting

gas relative to rBLR, as discussed above. We note that the central accretion disk is emitting
the continuum radiation from much smaller radii. The corresponding photon flux Φcont

v is
therefore independent of the BLR geometry and is furthermore assumed to not contribute
any SA offset.

For modeling the structure of the BLR, we need an expression for the expected SA offset
Sv from the continuum emission as a function of velocity v relative to the central velocity of
the BEL. Based on the work of Chen et al. (1989) and Chen and Halpern (1989), Stern et al.
(2015) derive the following expression by comparing the photo-center of the BEL photons
normalized by the total photon flux from the BEL and continuum emission (Φv + Φcont

v ):

Sv(θ, jslit) = cos(j − jslit) ·

∫︁∫︁
r sin φ′Φ∗

v(r, φ′)
(︂

1 +O(
rg
r )
)︂

dr dφ′

Φv + Φcont
v

. (6.3)

In this expression, jslit is the spectrograph slit position angle (PA) with respect to North
following the standard convention, θ = (j, rBLR, vrot sin i, σv) is the BLR parameter set, with
j being the orientation of the major axis of the BLR disk projected on the sky also with respect
to North, and the term O

(︁
rg/r

)︁
considers the effect of light bending. However, we neglect

this light bending term in our calculations since rg/rBLR ≲ 10−3 such that this correction
is much smaller than our detection limits. The underlying numerical approximations are
described in detail in Section 6.3.

In Figure 6.1, we present example BLR spectra and SA signals for variations of the pa-
rameter set θ, corresponding to the expectation values for the targeted quasar (see Sect. 7.1.1,
Lbol ∼ 1048 erg s−1, redshift z ∼ 2.3, rBLR = 200 µas ≡ 1.65 pc, vrot sin i = σv = 1400 km s−1).
In the left-hand panels of the photon flux spectra Φv, it is clearly visible how varying j and
rBLR do not alter the spectrum, since j does not enter the expression in Equation 6.3 and
we are integrating Φv over the full range of radii anyways. However, j does modify the SA
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FIGURE 6.1: Predicted photon flux Φv spectra (red) and SA signals Sv (blue), based on the
model from Stern et al. (2015). The underlying parameter sets θ = (j, rBLR, vrot sin i, σv)
vary only the one parameter as indicated in the respective legend, while jslit = 0 remains
fixed. The disk PA j and BLR radius rBLR have no impact on the profile of the photon flux
spectrum. The continuum flux contribution is assumed to be constant with 25% of the
BEL emission peak flux.

signal as it is a projection of the offset in the direction j onto the position angle of the spectro-
graph slit jslit (cf. Figure 2 of Stern et al., 2015). The curve for j − jslit = 90° indicates that we
will not detect an SA signal if the slit is oriented perpendicular to the projected BLR disk ma-
jor axes. We note that we take this potential cause of a non-detection into account with our
observational setup (see Sect. 7.1.2). Since the BLR photons originate from larger radii for
larger rBLR, also the SA signal increases linearly with rBLR (cf. the numerical consideration
leading to Equation 6.9).

Only the velocity components vrot sin i and σv alter the line profile. If the ordered rota-
tion dominates the kinematic structure (vrot sin i > σv), the line will have a double peaked
profile. In the opposite case of σv > vrot sin i, however, the velocity dispersion term dis-
tributes the photon flux over a broader range of velocities. This effectively blurs the two
spectral peaks into a broad single peak, what is also the reason for the SA signal to be broader
but with a smaller amplitude. The fact that the SA curves scale somewhat linearly with in-
creasing vrot sin i is mainly an inclination effect. Clearly, in a face-on disk scenario (i = 0),
we will not be able to detect an SA signal as the rotational motion will be in the plane of sky.

6.3 Numerical Approximations

This section describes the implementation of the numerical evaluation of the integrals from
Sect. 6.2, which have been optimized for accelerating the computation.
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6.3.1 Normalization of f (r)

The radial distribution of emission from the BLR is considered by the distribution function
f (r), which is normalized to unity such that

∫︂
f (r)d log r =

∫︂ f (r)
r

dr ≡ 1 ⇔
∫︂

f (log x) d log x ≡ 1 , with x = r/rBLR . (6.4)

Based on the results of Baskin et al. (2014) for the radial distribution fHβ(log x) of Hβ emis-
sion, we obtain f (log x) from normalizing the data on a grid linearly spaced in log x, such
that

f (log x) ⇔ 1

d log x · ∑
log xmax
log x=log xmin

fHβ(log x)
fHβ(log x) . (6.5)

6.3.2 Photon Flux Density

The total photon flux density is obtained by integrating the photon flux density Φ∗
v(r, φ′)

that is emitted from position (r, φ′), over the disk surface (cf. Equation 6.2). Since f (r) is
assumed to be zero outside of the BLR minimum and maximum radii rmin and rmax, the
integrals over both coordinates become definite. We note that the rotation velocity vrot is
a function of radius (vrot(r) ∝ (r/rBLR)

−1/2) such that we cannot solve the two integrals
independently. The final expression for Φ∗

v becomes:

Φv =
∫︂ rmax

rmin

f (r)
r

[︄∫︂ 2π

0
exp

(︄
− (vrot(r) · sin i · sin φ′ − v)2

2σ2
v

)︄
dφ′
]︄

dr . (6.6)

We note that this separation of the integrals is based on the assumption of rotational sym-
metry. A discrete approximation of this expression in logarithmic radial coordinates is

Φv ≈
log xmax

∑
log xi=log xmin

f (log xi)

⎡⎣ 2π

∑
φ′=0

exp

(︄
− (vrot · sin i · sin φ′ − v)2

2σ2
v

)︄⎤⎦ · ∆φ′ · ∆ log x . (6.7)

6.3.3 Spectroastrometric Signal

Similar to computing the photon flux density, we cannot separate the integrals in the nu-
merator of the expression for the SA offset Sv in Equation 6.3 either, and the light bending
term

O
(︂ rg

r

)︂
=

rg

r
·
(︃

1 − sin i cos φ′

1 + sin i cos φ′

)︃
(6.8)

is causing additional azimuthal asymmetry. However, due to the large distance of the BLR
to the BH of r ∼ 103 rg, we can neglect this term during the integration with clear conscience.
Combining these considerations, Equation 6.3 becomes in discrete notation:

Sv ≈ rBLR · cos(j − jslit)

Φv + Φcont
v

·
log xmax

∑
log xi=log xmin

10log xi f (log xi)

⎡⎣ 2π

∑
φ′=0

sin φ′ exp

(︄
− (vrot · sin i · sin φ′ − v)2

2σ2
v

)︄⎤⎦ · ∆φ′ · ∆ log x .

(6.9)
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Chapter 7

Measuring
the Spectroastrometric Signal

This chapter is based on work published in
Bosco et al. (subm. §§3, 4, B & D)

We observed the luminous quasar SDSS J212329.47–005052.9 at z = 2.279 with the
aim of resolving its ∼ 100µas Hα BLR. Since we have seen in the preceding chapter that
the SA signal of the quasar BLR is expected to be small with amplitudes Sv ≲ 100 µas,
measuring this signal becomes very challenging. And as the SA analysis of the BLR
requires a special observational setup (as suggested by Stern et al., 2015), we discuss in
this chapter observational considerations prior to observations. Then, we extract the SA
signal from the example data set, obtained from the echelle spectrograph Gemini/GNIRS,
carefully analyse the obtained uncertainties for systematic effects and, finally, we discuss
how varying individual pipeline parameters affects the resulting centroid spectra.

7.1 Observations

7.1.1 Target Selection

The choice of target of our SA analysis is based on the following considerations:

• The SA signal is proportional to the BLR radius rBLR (Equation 6.3) and from RM mea-
surements we know that this radius is a power-law function of the quasar luminosity,
rBLR ∝ L1/2 (Bentz et al., 2013). Therefore, the target should be as luminous as possible
to obtain an SA signal of maximum amplitude.

• The uncertainty of the individual centroid measurement is proportional to the number
of photons in the wavelength bin, ∝ N−1/2

ph (Equation 1.13). To obtain the best SNR on
the BEL of choice, we need a bright line, such as the broad Hα (bHα) emission line (for
more suitable lines, see also Figure 1 of Stern et al., 2015).

• As the SA uncertainty is proportional to the PSF FWHM (Equation 1.13), we exploit AO
corrections to obtain the smallest possible PSF. For current NIR AO systems, enclosed
energy or Strehl ratios are highest in the K band.
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• As the continuum on both sides of the BEL is used as the zero-point for the SA signal,
we demand that the redshifted emission line lands near the center of the atmospheric
transmission window.

Given the above, we target the bHα emission line which is the brightest BEL and also emitted
from sufficiently large radii. At a redshift z ∼ 2.2 − 2.4, it is shifted into the center of the K-
band transmission window (λ ∼ 21 500 Å). The chosen quasar SDSS J212329.47–005052.9
(abbreviated as J2123–0050 in the following) is among the brightest quasars known at this
redshift with a bolometric luminosity of Lbol = 8.4 × 1047 erg s−1 (Hamann et al., 2011) and
magnitudes of rAB = 16.4 mag (Abazajian et al., 2009) and K = 13.9 mag (Schneider et
al., 2010). The Baryon Oscillation Spectroscopic Survey (BOSS, Ahn et al., 2012) specifies a
redshift of z = 2.26902 ± 0.00011 for J2123–0050, while we estimate a redshift of z = 2.279
based on the line centroid of the bHα emission line in the combined spectra (see Figure 7.1),
which we will henceforth take to be the systemic redshift.1 This redshift is in very good
agreement with the measurement of Hamann et al. (2011) of z = 2.278 ± 0.002, based on C
IV and O VI lines from the rest frame ultra-violet.

Based on the luminosity of J2123–0050 and the rBLR − L scaling relation from Bentz et
al. (2013), we can compute the expected size of the BLR, which we have to scale up by a
factor of 1.54 since we are targeting the Hα transition instead of Hβ (Bentz et al., 2010). With
λLλ(5100 Å) = 0.1 · Lbol (Richards et al., 2006), we derive the following expectation values:

rexpected
BLR = 1.88 × 103 ld

= 5.14 lyr

= 1.57 pc . (7.1)

With the assumed cosmology, the redshift of J2123–0050 translates into an angular diameter
distance of 1705 Mpc and we can translate the radius into angular scales:

rexpected
BLR = 190 µas . (7.2)

7.1.2 Gemini/GNIRS

We observed the quasar J2123–0050 with the echelle spectrograph Gemini/GNIRS (Elias
et al., 2006a,b). The observations were carried out in service mode during three subsequent
nights in July 2016 under the program ID GN-2016A-Q-7 (PI: Stern). To achieve high spectral
resolution, we use GNIRS in cross-dispersed (XD) mode, with a grating of 10 lines mm−1.
This setup covers the echelle orders 3− 5, corresponding to a wavelength coverage of 1.2 µm
to 2.5 µm or the JHK bands. The plate scale in this mode is 50 mas pix−1.

For achieving high spatial resolution, we make use of the ALTAIR AO system in LGS
mode and used the quasar itself as the tip-tilt AO reference star. According to the ALTAIR
documentation, we expect the AO system to deliver a Strehl ratio ∼ 10 %, for the quasar
magnitude of rAB = 16.4 mag (Abazajian et al., 2009). In the three nights the natural seeing
ranged from 270 − 590, 330 − 780, and 470 − 870 mas, respectively, under steady weather
conditions, as extracted from the FITS header information. The FWHM of the PSF in the
K band, as delivered by the data reduction pipeline (see below), ranged from 200 − 260,

1The systematic uncertainty of our redshift estimate is σz = 6.15 × 10−5. Since this redshift estimate is based on
the low-ionization-state Hα, we consider it to be more reliable than the BOSS estimate.
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170 − 280 and 240 − 460 mas, respectively (for the three instrument position angles of 0, 60,
and 120°, see below).

As discussed in Section 6.2 and Figure 6.1 (SA signals, top panel), we will detect no SA
signal if our slit is oriented perpendicular to the projected BLR disk major axis. Since this
orientation is not known a priori, we observed the target under three instrument slit PAs,
rotated by 60° from each other, as suggested by Stern et al. (2015), and took 40 exposures
of 120 s on-target each. Furthermore, we flipped the spectrograph at each position angle by
180° after half of the observations to eliminate systematic effects due to differential diffrac-
tion (wavelength-dependent diffraction; cf. also Figure 2 in Pontoppidan et al., 2011). A
detailed description of this elimination procedure can be found in Section 7.2.2. This ob-
serving strategy results in exposures taken at six different PAs, covering the 360° full circle
in homogeneous steps, with a total integration time on-source of 4 hr, or 40 minutes at each
of the six slit PAs. Each pair of flipped exposure sets is surrounded by observations of the
telluric standard star HIP 106356. The telescope is slightly nodded after each observation for
the subtraction of the sky background and for removing systematic effects based on the in-
dividual pixels, such as persistence. We note that for PA = 180° we only obtained 18 instead
of 20 exposures – consequences of this are discussed below.

7.1.3 Data Reduction

We reduce the raw data with the PYPEIT2 data reduction pipeline (Prochaska et al., 2020).
We follow the default flow of the pipeline and apply a flat field correction and a full 2-
dimensional wavelength calibration by exposing the detector with an Argon arc lamp. The
sky background emission is subtracted by differencing two exposures with small spatial
offsets of the targets with respect to each other (A–B image differencing). PYPEIT then fits
for and subtracts out the residual sky background.

This procedure yields the following science products for every exposure of the target and
telluric standard: 1-dimensional spectra extracted for each echelle order, a 2-dimensional
sky-subtracted spectrum, an associated 2-dimensional noise model, the two dimensional
curve or trace describing the trajectory of each object along the detector, and a 2-dimensional
wavelength map. The individually reduced spectra from each slit angle were combined with
the script PYPEIT_COADD_1DSPEC and flux-calibrated using the theoretical spectrum of the
telluric standard HIP 106356. The result is displayed in Figure 7.1. We note that the flux
is dropping significantly between the JHK bands due to atmospheric absorption (see upper
panel). The flux is not calibrated well in these intervals which are hence not considered in
any part of the following analysis.

The final spectrum is modelled by a composition of a power-law continuum plus a
Lorentzian broad emission line profile, where only the wavelength intervals covered in the
panel of residuals were fit. This procedure provides a BEL wavelength of 21 527.9 Å (corre-
sponding to a redshift of the bHα line of z = 2.279, broadly consistent with the results of
Hamann et al., 2011) and a line FWHM of 4399.3 km s−1. Furthermore, we note that we do
not detect narrow emission or absorption lines, such as from [S II] or [N II], stronger than
2.5% of the bHα line emission peak.

2PYPEIT: https://pypeit.readthedocs.io/

https://pypeit.readthedocs.io/
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FIGURE 7.1: Combined spectrum of J2123–0050. The shaded areas mark the non-
overlapping echelle orders 5 to 3, corresponding to spectral bands JHK. (top) Atmo-
spheric transmission, based on Lord (1992). (mid) The red solid line represents the best-fit
Lorentzian line profile plus power-law continuum fit, along with the red dashed line indi-
cating the predicted values for the non-fitted wavelength intervals. Vertical lines denote
the wavelengths of quasar narrow lines, redshifted to z = 2.279 (based on the wavelength
of the bHα line). (bottom) Residual from the spectral modeling in the same units, plotted
only for the considered wavelength intervals.

7.2 Position Centroid Spectra

7.2.1 Extraction of Position Centroids

The continuum emission of the quasar originates from the small inner accretion disk and is
hence assumed not to contribute any position offset, as discussed in Section 6.2. This allows
us to use the position of the continuum emission in the 2-dimensional images as a reference
position zero. The BLR photons will, however, be offset from this zero position on the order
of ∼ 100 µas, corresponding to ∼ 10−3 pix.

For measuring this SA signal, we start with a raw measurement of the flux centroid, xλ,
at every spectral pixel λ computed from the 2-dimensional spectrum separately for every
order and exposure to avoid correlation of uncertainties. In this procedure, the source trace
t(0)(λ) provided by PYPEIT is serving as an initial guess for the trace of the spectrum in the
image. We then define a spatial window

I(n)λ = {t(n)λ − ∆x/2, . . . , t(n)λ , . . . t(n)λ + ∆x/2} (7.3)

by considering a region of the image symmetric about the trace, where the width ∆x of this
window is a constant number of pixels proportional to the FWHM of the PSF (in units of
pixels, of the individual order and exposure), as measured by PYPEIT. In the above expres-
sion (n) denotes the iteration in question. The position centroid xλ is then computed as the
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Gaussian-weighted first moment µ1 of the spectrum in the spatial direction:

µ0λ
= ∑

i∈Iλ

wλi · fλi

xλ ≡ µ1λ
= µ−1

0λ ∑
i∈Iλ

xλi · wλi · fλi (7.4)

σ2
xλ

≡ σ2
µ1λ

= µ−2
0λ ∑

i∈Iλ

[︂
wλi · σfλi

· (xλi − µ1λ
)
]︂2

. (7.5)

In these expressions, µn denote the nth-order moment, wλi are the weights defined such that

∑i wλi ≡ 1, fλi is the flux value at spectral pixel λ and spatial pixel i, σfλi
the corresponding

uncertainty (the variance image delivered by PYPEIT), and xλi the pixel coordinate in spatial
direction.

In Niter iterations, the code re-defines the window I(n)λ (with n ∈ Niter) around the trace

t(n)λ , where the width ∆x of the window is narrowed down after every third of the total

number of iterations and the initial guess target trace t(0)λ is from PYPEIT. The code then
re-computes the position centroids xλ, fits this set of coordinates as a function of wavelength
with a 5th-order Legendre polynomial and uses the fit as a trace t(n+1)

λ for the next iteration.
With this procedure, we obtain a set of position centroids xλ, the corresponding variances

σ2
xλ

and a best-fit trace of the object t(Niter)
λ for every pixel λ in the spectral direction. Since the

fit to the trace is dominated by the pixels covering the underlying continuum, we take it to
be the zero position reference for the SA signal. In principle one should mask the emission
line region in fitting the trace, but given that extremely small expected SA signal ∼ 10−3

pixels, we show in Section 7.3.2 that this produces negligible differences. Thus we define as
the SA signal the residual offset sλ of the position centroid relative to the best-fit trace:

sλ = xλ − tλ . (7.6)

The wavelength λ corresponding to the centroid is obtained from the 2-dimensional wave-
length image Λ as λ = Λ(λ, xλ). Thereby we obtain a centroid-wavelength spectrum s(λ)
for every order and exposure separately. By using only the astrometric offset with respect to
the continuum trace, our measurement is not affected by differential atmospheric dispersion.

We note the following two considerations on choices for the procedure: First, we com-
pared two weighting schemes for Equation 7.4: uniform (box-car) and Gaussian weighting.
In the uniform scheme, every pixel obtains the same weight, while the Gaussian weights are
defined as the amplitude of a Gaussian, centered at the continuum trace and with a width
proportional to the PSF, that is normalized to unity. We finally chose the Gaussian scheme,
as it provides smaller position uncertainties by giving more weight to pixels with an overall
higher SNR. Second, we also compared results using Legendre polynomial orders different
from 5. In general, we aimed at using a polynomial of the lowest-possible degree in order to
neither let the fitting procedure create artificial SA signals nor remove real features. On the
other hand, the polynomial needs to be sufficiently flexible to follow the target trace. This
was not the case for the 3rd-order polynomial (see discussion in Section 7.3), motivating our
choice of a 5th-order polynomial.
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FIGURE 7.2: Combination of position
centroids from the initial slit PA at 60°
(green) and after the 180°-flip (red).
The combined spectrum is centered at
zero while the halves are offset as indi-
cated by the horizontal markers. The
vertical marker indicates the observed
wavelength of the bHα line.
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7.2.2 Combination of the Exposures

In order to obtain a high SNR centroid spectrum per instrument slit PA and echelle order,
where we note that the SNR now refers to the position centroids sλ relative to their uncer-
tainties σsλ

, we combine the individual centroid spectra from the 40 exposures matching in
slit PA and echelle order. Therefore, we define a new wavelength grid, linearly spaced in
velocity. By default, we choose a grid spacing approximately equal to that of the real data
set by the resolution and detector spectral sampling dv ≈ 88.5 km s−1, but we also compared
to coarser binning schemes resulting in correspondingly (because of averaging) smaller cen-
troid errors, see Section 7.2.3. For every wavelength bin, we apply sigma-clipping to the
centroids, to remove outliers that differ by more than 3σ from the mean of the bin and com-
pute the sigma-clipped mean of the bin while propagating the corresponding uncertainties
using the sigma-clipping mask.

For observations at given slit orientation, we have taken half of the 40 exposures with
a 180° flip of the instrument PA. By co-adding the centroids from these exposures with a
negative sign, we are able to remove systematic effects introduced by the instrument, since
static shifts in the instrument frame will rotate with the PA while astrophysical shifts will
not (Pontoppidan et al., 2011). The results of this procedure are illustrated in Figure 7.2,
where we plotted three centroid spectra: (1) data from the initial slit PA, (2) data from the
anti-parallel slit PA, and (3) a combination of both with opposite signs. After differencing
the centroids from the anti-parallel slit orientations, the static gradient around the bHα line
is gone. We note that for the PA 0°, we combined only 2× 18 frames, so as to not introduce a
spurious signal produced by a non equal amount of files. The final combined and similarly
differenced centroid spectra are presented in Figure 7.3 for all three slit PAs.

While we discuss the structure of the uncertainties in more detail below, we note here that
the data set taken at slit PA 120° suffers from comparably poor seeing conditions, expressed
in the broader PSF FWHM and resulting in generally larger uncertainties and centroid vari-
ations.

7.2.3 Centroid Uncertainties

The individual uncertainties vary significantly as a function of wavelength. This results from
the variation in the total number of photons collected in a given wavelength bin, which is
depending on the presence of the object spectrum, the atmospheric and optics throughput,
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FIGURE 7.3: Combined position centroid spectra sλ for slit PAs jslit = 0, 60, 120° (at a
∆v = 400 km s−1 velocity grid). The wavelengths interval is restricted to the 3rd echelle
order, corresponding to the K band. (top) Signal-to-noise ratio of the underlying spectra.
(bottom) The vertical line marks the observed wavelength of bHα at λ = 21 527.9 Å and
vertical gray boxes indicate the intervals around narrow emission lines. A comparison of
the centroids to the SA model is displayed in Figure 8.10.

variations in the brightness of the night sky and so on. In the wavelength interval with a high
SNR, close to the bHα line, the uncertainties follow the σs ∝ N−1/2

ph trend (cf. Equation 1.13),
as expected for photon-limited observations. Comparing the uncertainties from the three
instrument position angles, we identify that the uncertainties furthermore scale linearly with
the PSF width, which is ∼ 1.3× larger in the data set taken with the slit at 120° compared to
the other two slit orientations (see Section 7.1.2).

Towards the center of the bHα line with maximum SNR, we achieve a 1σ uncertainty of
the position centroid on the order of 170 µas. However, if we rebin our position centroids
on a coarser wavelength grid that is evenly spaced in velocity with a bin size of 400 km s−1,
then we achieve an uncertainty on the order of 84 µas near the center of the bHα line (see e.g.
Figure 8.10).

7.2.4 Systematic Uncertainties

The SA signal of the BLR of J2123–0050 is expected to be small, on the order of ≲ 200 µas (see
Equation 7.2), which is ∼ 1000 times smaller than our LGS-AO-corrected PSFs which have
FWHMPSF ∼ 200 mas. Given our plate scale of 0.05 arcsec pix−1, this translates to signal
amplitudes of Sv ≲ 4 × 10−3 pix. To distinguish now between real signal and random scatter
of the centroids, we study the distribution of scatter in the measurements and potential
correlations.
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FIGURE 7.4: Histogram of χsλ =
sλ/σsλ for the centroid spectrum from
slit PA 0° in K band. The blue and or-
ange Gaussian curves indicate the sam-
ple statistics and the expected distribu-
tion of unit variance, respectively.
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The source of noise for our centroid measurements arise from photon counting statistics
which, considering the high count levels, should be very well approximated by Gaussian
noise, which propagates into our centroid uncertainty estimates via Equation 7.5. The ex-
pectation is thus that centroid fluctuations are consistent with a Gaussian distribution with
variance set by the quoted errors. In this case, the distribution of χsλ

= sλ/σsλ
should fol-

low a normal distribution with zero mean and unit variance, where the zero mean is due
to subtraction of the continuum trace (see Equation 7.6). We verify this by inspecting his-
tograms of χsλ

for centroid spectra, as presented in Figure 7.4 for a PA = 0°. In the K-band
or the 3rd echelle order, the χsλ

-distributions are largely consistent with random draws from
the expected normal distribution of unit variance, for all three centroid spectra from the
different slit PAs. We note that this is equivalent to each centroid measurement sλ being
consistent with a random draw from a Gaussian distribution N (µ = 0, σ2 = σ2

sλ
) based on

its individual uncertainty. This consistency suggests that the measurements across the full
K-band order are broadly consistent with Gaussian fluctuations described by the uncertainty
estimates σsλ

delivered by our pipeline.
While the χsλ

-distributions are consistent with Gaussian statistics on the scale of a com-
plete order, we will now consider a potential wavelength dependence across the order by
means of a running standard deviation StdN(χs). This is defined as the standard deviation
of a bin of N subsequent values of χs, where we assign the wavelength to the median wave-
length in the bin. The result of this analysis is presented in Figure 7.5. For those wavelength
intervals with only continuum emission, and hence no SA signal, we expect the correspond-
ing curve to be consistent with unity if the measurements are unbiased and the uncertainties
are correctly estimated. Intervals with StdN(χs) larger (smaller) than unity indicate under
(over)-estimation of the uncertainties. Note that individual outliers can dominate the trend
with wavelength. We computed the standard deviation of a given bin after removing 3σ

outliers determined via a sigma-clipping procedure. The impact of sigma-clipping is very
prominent given the one large outlier at v ≈ 6000 km s−1 or λ ≈ 22 000 Å. Fainter curves in
Figure 7.5 indicate the behavior without sigma-clipping.

While it may appear from Figure 7.5 that we are often systematically over (under) esti-
mating the noise, we note that with only 100 samples per bin, the expected fluctuation levels
are ±20% indicated by the shaded region. We determined this by creating mock Gaussian
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FIGURE 7.5: Statistics of the centroid fluctuations as a function of wavelength. (top) Com-
bined signal-to-noise ratio of the exposures. (mid) StdN(χ) denotes the running standard
deviation of χ = s/σs, evaluated over a bin of N centroids around the central wavelength
λ. The fainter curves for each graph are the same as the bright ones but obtained without
sigma-clipping, for distinguishing individual outliers from the general trend. The hori-
zontal line indicates the expected value for Gaussian-distributed centroid measurements
and the gray-shaded area indicates the tolerated values (see text for details). Vertical
dashed lines indicate the observed wavelengths of expected NELs. (bottom) The atmo-
spheric transmission in the covered wavelength range for reference (Lord, 1992).

realizations of centroids based on our errors as described in Section 8.2.1. One notes also
the trend toward low values of StdN(χ) toward the edges of the order where the SNR of
the individual exposures drops to low values SNR < 3. This behavior is indeed expected,
since we are basically centroiding noise in these parts of the spectrum. Due to the Gaussian
weighting function, the resulting flux centroid will for pure noise stay close to the center of
the window Iλ, equivalent to the trace. Hence, sλ ≈ 0 for all centroids in this region and the
variance of χs will therefore be smaller in intervals with low photon counts.

The opposite case of larger-than-expected variances appears to correlate with strong at-
mospheric absorption (presented in the bottom panel, based on Lord, 1992) and wavelength
intervals containing only continuum emission. However, due to the careful choice of the
target redshift, the bHα line falls into a window with little atmospheric absorption and the
data sets show the expected sample standard deviation of order unity in the vicinity of the
bHα line. Only the data set from 120° indicates that the uncertainties are underestimated
on the order of 30%. This is most likely due to the weather conditions that have been less
optimal than in the other two nights, expressed for instance in the ∼ 1.3× larger PSF (cf.
Section 7.1.2).

Another potential source of contamination is correlation of noise in the spectra. In Fig-
ure 7.6, we present the auto-correlations of the spectra from the individual echelle orders:

ξ(∆v) = ⟨sv1 · sv2⟩ , where ∆v ≡ |v2 − v1| . (7.7)
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FIGURE 7.6: Auto-correlation of the centroid spectra. All curves are normalized to the
respective signal variance, equivalent to the auto-correlation at zero shift.

The presented curve is normalized by the auto-correlation at ‘zero-lag’ ξ(∆v = 0), which
is equivalent to the total variance estimated from all of the pixels. Thereby, the normalized
quantity measures the velocity correlations of the centroid spectra in units of the total vari-
ance of the spectrum. The auto-correlation of the signal is low, typically below 2% of the
zero-lag value. Only at the largest velocity lags, the auto-correlation amplitude deviates sig-
nificantly from zero, but the correlation measurements are very noisy at these lags owing
to the smaller number of pixel pairs at larger velocities. We note that the underlying cen-
troid spectra have experienced averaging when we combined the centroids on a common
grid. While this procedure significantly shrinks the uncertainties, we have certainly aver-
aged out potential small-scale correlations if present in the individual exposures. Still, this
test ensures that the final combined centroid spectra are free of auto-correlations.

Based on Figure 7.6, we conclude that the noise correlations are not significant. Com-
bined with the Gaussianity demonstrated in Figure 7.4 and the consistency of our error es-
timates shown in Figure 7.5, it is safe to assume that our individual centroid measurements
are drawn from statistically independent Gaussian distributions with variances set by the
reported errors.

7.3 Variations of Pipeline Parameters

In this section, we append results from studying the effects of varying a subset of pipeline
parameters, i.e. the order of the Legendre polynomial utilized for measuring the trace, and
masking the wavelength interval around the bHα line.

7.3.1 Order of the Trace-fit Polynomial

In section Section 7.2.1, we describe how we extract the position centroids relative to the trace
tλ of the targets continuum emission. Since we are using only the SA offsets from the trace in
the subsequent analysis, we tested the effect of varying the order of the Legendre polynomial
representing the trace. In Figure 7.7, we show the combined position centroids extracted
from the data taken at slit PA 60° when varying the polynomial order between 3 and 7 –
the effect of excluding the BEL interval from the extraction process is discussed in the next
section. While using a 3rd-order polynomial causes a systematic offset of −5 × 10−3 pix in
the vicinity of the bHα line, the results are consistent for the orders 5 and 7, with differences
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FIGURE 7.7: Same as Figure 7.3, but only combined position centroids from the slit at 60°
and based on extractions with a trace-fit of varied Legendre polynomial, as indicated in
the legend. The data points for the 5th order are hidden behind those from the 7th-order
polynomial fit.

on the order of only a few 10−5 pix. In the case of the 3rd-order polynomial, we attribute the
offset to the reduced flexibility of the polynomial. For the subsequent analysis, we choose
the 5th-order polynomial, which has the lowest number of degrees of freedom while not
biasing the result.

7.3.2 Masking the Wavelength Interval of the Broad Emission Line

The wavelength interval around the bHα line has the largest SNR. But this interval also
potentially contains the SA signal of the quasar BLR and the polynomial fitting of the con-
tinuum trace can hence be dominated by fitting the SA signal and removing it thereby from
the centroid spectra. It is therefore important to study the difference and impact of consid-
ering or not the interval around the BEL into the trace-fitting procedure. In Figure 7.7, the
orange data points represent the combined position centroids from an extraction, where we
excluded the centroids in the vicinity of the BEL, within 21 000 and 22 000 Å. This action
naturally allows the trace to be offset from the computed position centroids within the ex-
cluded interval and we identify a systematic offset on the order of 5 × 10−4 pix away from
zero. Since the effect is small and since modeling the combined centroid spectra in the same
way as we modelled the centroid spectra in use provided us with a consistent posterior
distribution, we chose not to mask this interval for reducing the number of assumptions.

7.4 Centroid Spectra of the Standard Star

In Figure 7.8, we present the position centroid spectra for the standard star HIP 106356. The
uncertainties are typically too small to be recognisable in the figure, which is due to the
brightness of the object, causing also a comparably homogeneous SNR across the covered
wavelength range. However, since we are combining only eight exposures per slit PA (four
parallel and four anti-parallel), the scatter of the individual centroids is much larger than for
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FIGURE 7.8: Same as Figure 7.3, but for the standard star HIP 106356.

the quasar case. With such a small number of input spectra, we are not sampling well the
sensitivity across a pixel and are hence not capable of averaging out this effect.
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Chapter 8

The First Tentative Detection
of the Spectroastrometric Signal

This chapter is based on work published in
Bosco et al. (subm. §§5, C & 6)

The observational centroid spectra, obtained in the preceding chapter, are broadly con-
sistent with random draws from a Gaussian distribution of the quoted standard devia-
tions. Such a borderline signal necessitates to carefully model the data. Therefore, we
create mock data sets based on the observations, in order to compare the outcome of our
inference procedure for different realizations of the centroid noise. We describe the SA
modeling of the centroid spectra in Section 8.1 with a discussion of the limitations us-
ing mock observations. Then, in Section 8.2.1, we present how these mock data sets are
created in detail, along with a large number of tests beyond those presented in § 8.1. In
Section 8.4, we compare the results to the literature and subsequently summarize the
work in Section 8.5.

8.1 Bayesian Framework for Modeling the SA Signal

We model the centroid spectra sλ with the expected SA offset signals Sλ from Equation 6.3.
Since the amplitude of the measured signal is proportional to the cosine of the projected BLR
disk major axis j with respect to the slit PA jslit, we observed the quasar J2123–0050 in three
orientations (as recommended by Stern et al., 2015, see also Section 7.1). The three centroid
spectra from position angles PA = 0, 60 and 120° can then be modelled simultaneously by
considering the known slit PA jslit of the respective centroid spectrum.

The SA signal of a broad emission line can be contaminated by photons emitted at larger
distances than the BLR, specifically from the narrow (emission) line region (NLR), despite
the low flux densities of the latter (see Figure 5 in Stern et al., 2015). Therefore, we mask
data points at velocities consistent with potentially contaminating NELs, which are listed
in Table 8.1. We note that we neither detect significant NLR emission from these lines in
our extracted 1d spectrum (see Section 7.1), nor evidence for an enhanced SA signal around
the narrow lines from the centroids shown in Figure 7.3. We further discuss the missing
evidence for a NLR SA signal in Sect. 8.4.2. Nevertheless, we conservatively exclude data
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TABLE 8.1: Rest wavelengths of masked NELs.

Ion Wavelength (Å) Velocity (km s−1)

[N II] 6549.91, 6585.27 -672, +943
Hα 6564.63 0

[S II] 6718.29, 6732.67 +7017, +7674

Notes: Velocities are relative to Hα.

TABLE 8.2: Prior distribution of the parameter space θ.

Parameter Boundaries Unit

j −π π rad
rBLR 0 5000 µas
σv 1400 1870 km s−1

points that are less than 200 km s−1 away from one of the narrow lines from our modeling
analysis. In Section 8.4.2 we show that with or without this masking, the outcome of our
modeling is unchanged.

8.1.1 Bayesian Inference Procedure

We use Bayesian inference to infer the posterior distributions of the parameters that govern
the SA signal, which we can then use to constrain the dynamical structure of the BLR in
J2123–0050. The probability distribution of our parameter set θ given the measurements
(v, s, σs) is

p(θ|v, s, σs) ∝ p(θ) L(s|v, σs, θ) , (8.1)

where p(θ) is the prior distribution for parameters θ, and L(s|v, σs, θ) is the likelihood of ob-
serving s at velocities v, with uncertainties σs, given the model parameters θ. Since we have
found in Section 7.2 that the position centroid spectra obey Gaussian statistics for a given slit
orientation jslit, we can formulate the probability of observing an individual centroid as

p(si|vi, σsi , θ, jslit) =
1√︂

2πσ2
si

exp

(︄
− (si − Svi (θ, jslit))

2

2σ2
si

)︄
. (8.2)

The likelihood function L of the observations is then the product of the probabilities for all
individual spectral pixels taken over all three data sets with slit PA jslit = 0°, 60°, 120°:

L (s|v, σs, θ) = ∏
jslit

N

∏
i=1

p(si|vi, σsi , θ, jslit) . (8.3)

The prior distribution p(θ) is defined to be uniform in all parameters within the bound-
aries listed in Table 8.2. The BLR disk major axis PA j is redundant on a full circle. We chose
the arbitrarily placed 2π interval to be symmetric around zero. The boundary values on rBLR

are chosen such that they cover the physically reasonable regime, with a cutoff far beyond
the expected value. For the choice of the prior boundaries on σv (and vrot sin i), we refer to
the following section.

Our model for the SA signal (see Equation 6.3) also depends on the continuum flux level
Φcont

v , since dilution by these continuum photons lowers its amplitude. We choose a constant
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continuum as a function of velocity with amplitude set to Φcont
v = 0.29 · Φv=0, i.e. we simply

peg the continuum to the line flux at v = 0, where this value was measured from the 1D
spectrum of the echelle order covering the K band.

We sample the posterior distribution given by Equation 8.3 via Markov chain Monte
Carlo (MCMC) using the PYTHON package EMCEE1 (Foreman-Mackey et al., 2013). The 32
walkers are initialized randomly across the prior intervals, as stated in Table 8.2 and make
100 000 steps each. We finally note that we model only data points within ±3/2× the FWHM
of the bHα line, corresponding to a velocity interval ±6600 km s−1. This is reasonable since
the SA signal drops to zero beyond these velocities (see Figure 6.1).

8.1.2 Reducing the Parameter Space Size

The two model parameters that govern the kinematic structure of the BLR are vrot sin i,
which sets the ordered rotation velocity of the inclined BLR disk, and σv, which summarizes
all other kinematic components, especially radial and vertical flowing gas. Both velocity
parameters are shaping the bHα line profile (see Figure 6.1), which is single-peaked in our
case with a FWHM ≈ 4400 km s−1 (see Figure 7.1). In fact, we can remove one of the velocity
components from the parameter space since we can obtain a deterministic relation between
vrot sin i and σv given the observed FWHM of the line profile. Heuristically,

(︃
FWHMline

2
√

2 ln 2

)︃2
= σ2

line = (vrot sin i)2 + σ2
v , (8.4)

although this is not exact given the final non-Gaussian line profile resulting from the integral
in Equation 6.2. To obtain the exact relationship, we tabulated the line FWHM from our
model as a function of vrot sin i and σv. From this, we obtain a 2-dimensional surface of the
line FWHM as a function of vrot sin i and σv and interpolate the iso-FWHM contour at the
observed value to obtaining the mapping from σv to vrot sin i, as depicted by the black curve
in Figure 8.1. The resulting relation is similar to but still significantly deviant from a direct
quadrature sum relation from Equation 8.4 (gray curve) for large vrot sin i. Therefore, we

1EMCEE: https://emcee.readthedocs.io/

https://emcee.readthedocs.io/
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use the black curve during the modeling process for connecting the velocity components to
each other at fixed FWHM. Since now one of the components is dependent on the other,
we can remove one parameter from the parameter space and we choose σv to remain. From
Figure 8.1, we see that when vrot sin i = 0 then σv = 1870 km s−1, which we adopt to be the
upper limit of our prior on σv, since a larger value would produce a broader bHα line than
we observe.

The lower limit of the σv prior is slightly more subtle. The fact that we observe a single-
peaked emission line instead of a double-peaked line profile suggests that σv ≳ vrot sin i,
since the double-peaks from ordered rotation are smeared out into a single emission peak
if the dispersion dominates over the ordered rotation velocities (see Figure 3 of Stern et al.,
2015). To account for this constraint in the modeling, we set the lower boundary for the σv

prior to be 1400 km s−1. Thus the final prior interval for σv is 1400 km s−1 to 1870 km s−1 (the
shaded area in Figure 8.1).

8.2 Testing the Likelihood Quantifier with Mock Data

8.2.1 Synthesis of Mock Data

In order to create a realistic testbed for our method, we generate mock centroid spectra
smock

λ that obey the uncertainty statistics of our observed centroid spectra. We recall that, in
Section 7.2.4, we have seen that the individual centroids are consistent with being random
draws from a Gaussian distribution, sλ ∈ N (0, σsλ

), with mean µ = 0 and standard devia-
tion σsλ

. That is, for a centroid spectrum free of any SA signal, we can draw mock centroids
at each wavelength from its respective normal distribution. In summary, we derive the mock
spectra for each of the three slit PAs as follows:

λmock = λobs ⇔ vmock = vobs (8.5)

smock
λ = N (0, σobs

sλ
) (8.6)

σmock
sλ

= σobs
sλ

. (8.7)

We also test our method against SA signals with known parameters plus the noise of
the centroid variations. Therefore, we compose a model signal Sλ(θin), based on the input
parameter set θin, defined as above. The mock centroid spectra are then computed as follows:

smock,SA
λ = N (0, σobs

sλ
) + Sλ(θin, jslit) . (8.8)

Finally, each data set covers a centroid spectrum for each slit PA, with the exact same number
of data points as the observed centroid spectra.

8.2.2 Likelihood Ratio Tests

Since the expected signal is of the same order of magnitude as the position centroid uncer-
tainties, we use the likelihood ratio to quantify the statistical significance of a signal com-
pared to the null hypothesis that our centroids are just a realization of pure noise. To this
end, we define the likelihood ratio λLR of the posterior parameter sets θ with respect to the
null hypothesis, H0 ⇔ Sv ≡ 0, which is equivalent of having no underlying signal in the
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data:
λLR = 2

[︁
lnL(θ̂)− lnL(H0)

]︁
, (8.9)

where θ̂ is the parameter sample with maximum likelihood. Because the null hypothesis
Sv = 0 represents a subset of the parameter space θ over which lnL(θ̂) is optimized, λLR

will always be a positive number. Intuitively, λLR represents the difference in χ2 between
the null hypothesis and the maximum likelihood fit to the data. Hence, large values of λLR

imply that an SA signal is present at high statistical significance, whereas smaller values
indicate that the null hypothesis of no signal provides just as good a description of the data.

We start to gauge our measurement sensitivity by modeling mock data based only on
centroid scatter within the measurement uncertainties, i.e. pure noise. With this exercise, we
thus aim at understanding the range of λLR that is allowed for pure noise and define a bench-
mark for quantifying the increase in fit quality provided by our model when applied to the
real data. This means that we estimate to what extent our result can be explained by a ran-
dom fluctuation of pure noise. We created mock data sets of pure noise and computed λLR,
where θ̂ again is the best-fit parameter set after maximizing lnL. The cumulative distribu-
tion function (CDF) of the resulting values of λLR is depicted by the red curve in Figure 8.2.
Its shape is qualitatively similar to the χ2 distribution, however given that it is a difference
of χ2 distributions (one of which involves a non-linear optimization) it does not have a sim-
ple analytical form. For understanding how potentially underestimated uncertainties would
affect the statistics, we repeated creating the same mock data set, but plugged in uncertain-
ties 20% smaller in the expression for lnL in Equation 8.9. Clearly this amounts to a simple
renormalization of the λLR and the result will be to shift the λLR distribution toward larger
values of λLR, as indicated by the orange curve in Figure 8.2.

Having understood the shape of the λLR distribution and its dependence on the accuracy
of our noise estimates, we now aim to understand its behavior in the presence of a signal. To
this end, we created an ensemble of mock data sets with the following expected SA signal
parameters for J2123–0050: a BLR radius rBLR = 190 µas, an arbitrary disk orientation of j =
0°, and the velocity components vrot sin i = 1500 km s−1 and σv = 1447 km s−1, which result
in a bHα line profile consistent with the observed FWHM. Random Gaussian errors drawn
from our estimated noise σs are added to these mocks. The result is the yellow CDF curve
in Figure 8.2. The median value of λLR for mock signals is 9.1. Note that the cumulative
probability CDF(≤ λLR) for a value this large arising from pure noise realizations can be
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determined from the red curve in Figure 8.2, which is 98.0%. This implies that given the
expected SA signal and our measurement sensitivity, a typical outcome would be to rule out
pure noise at 98.0% significance or equivalently 2.05σ mapped to a Gaussian distribution.
Armed with the knowledge that our sensitivity is sufficient to distinguish the signal from
pure noise, we now proceed to Bayesian parameter inference.

8.2.3 Inference Tests for Example Mock Data Sets

Before modeling the real data, we assess our measurement sensitivity. To this end, we cre-
ated mock data which contain either pure noise or noise plus a synthetic SA signal with
known parameters. The details of creating these mock data sets are described in Section 8.2.1.
Here we illustrate our Bayesian inference procedure, using an example of one mock data set
containing pure noise and one containing a known SA signal plus noise.

Example Mock Data of Pure Noise

We randomly choose one example realization of the mock data sets containing pure noise
and present the posterior distribution obtained from our Bayesian inference procedure in
Figure 8.3. The respective mock centroids and model realizations follow in Figure 8.4.2 The
likelihood ratio of the maximum-likelihood SA signal for this example mock data realization
is λ

mock no signal
LR = 2.55, which translates into the 60-percentile of the corresponding CDF (red

dot on red curve in Figure 8.2). It is thus a likely result with respect to the λLR statistics based
on pure noise, whereas it falls at the ∼ 10-percentile with respect to the CDF based on the
expected signal, making it an unlikely result under the assumption that there is a signal
within the data, as expected.

While naively one might expect that for pure noise we should recover the prior, one has
to note that, although the centroid data is pure noise, it will nevertheless rule out regions of
the parameter space that produce SA signals with amplitudes larger than the noise fluctu-
ations. In other words, the case of pure noise is already informative. For instance, the rBLR

distribution intuitively excludes SA signals of large amplitude and allowing one to place an
upper limit of rBLR < 1940 µas or 16.0 pc at 95% confidence, which is a factor of 10× the
expected value. However, the distribution is heavily peaked around zero with 50% of the
values below 270 µas.

Less intuitive is the σv posterior, which indicates that larger values of σv are favored.
This can be understood by inspecting the rBLR–σv slice of the distribution, as large values
of σv have two physical effects: First, the turbulent broadening spreads the SA signal over
a larger range of velocities (cf. Figure 6.1). Second, because Equation 8.4 indicates that σv

and vrot sin i must combine to yield the total line width, increasing σv lowers vrot sin i and
thus reduces the coherent motions responsible for the SA signal reducing its amplitude (see
Figure 6.1). The final result is that at a given SNR larger rBLR values are allowed for larger
values of σv, whereas at smaller σv, the SA signal would be so large as to conflict with the
error bars. A corollary of this is then that a larger area of the rBLR–σv plane will be consistent
with the data at large σv in contrast to small σv, with the result that the marginalized σv

distribution will peak at large values.

2We note that the photon flux spectra in the top panel of Figure 8.4 confirm that we recover the single-peaked
line profile with the same FWHM, as intended by the choice of the prior probability distribution on σv (see e.g.
Sect. 8.1.2). However, the curves have not been normalized to the observed photon flux.
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FIGURE 8.3: Corner plot from the MCMC simulation of mock data containing only noise.
The dashed liens indicate the 50-percentile for the respective parameters. Uncertainties
are the 16 and 84-percentiles, corresponding to ±1σ for normal distributed variables.

The marginal posterior distribution for j is also rather counter-intuitive. Naively one
might expect again to simply recover the flat prior for pure noise, but instead one sees a
prominent peak at a specific value. A random draw of the centroid positions from the noise
distribution will produce some negative and some positive fluctuations. Asymmetries in the
number of centroids at the positive or negative side result in a preferred value of j when fit
by SA signal curves that follow these asymmetries. Such behavior is amplified further if – by
the luck of the draw – the random draw of centroids at a different slit PA by chance results
in an asymmetry of the opposite sign. We conclude that peaks in the j distribution are only
reliable if the SA signal is detectable at high statistical significance, as evidence by either the
shape of the posterior distribution or the likelihood ratio statistic discussed in Sect. 8.2.2.

In conclusion of this example analysis of the posterior distribution based on mock data
of pure noise, we note that we are not sensitive to SA signals of very small amplitudes
including rBLR ≲ 200 − 300 µas.
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FIGURE 8.4: Model realizations of the SA signals, based on samples from the posterior
distributions of modeling mock data containing only noise. (top) Intensity profile corre-
sponding to the realizations, following Equation 6.2. (bottom) The centroid spectra for
different slit PAs (at a ∆v = 400 km s−1 velocity grid). The solid lines represent the real-
izations of the model following Equation 6.3, with the respective offsets in jslit.

Example Mock Data with the Expected SA Signal

The results from applying our Bayesian inference procedure to a mock data set containing
a known SA signal are summarized in the corner plot in Figure 8.5, along with realizations
presented in Figure 8.6. Now the likelihood ratio test from Equation 8.9 yields λ

mock signal
LR =

10.60 (yellow dot in Figure 8.2), which translates into the 60-percentile of the corresponding
CDF (yellow curve). With respect to the reference CDF obtained from modeling pure noise,
however, this value of λLR translates into the 99-percentile and is thus consistent with a ∼ 3σ

outlier in the pure-noise statistics (red curve in Figure 8.2).
The input values of the underlying signal are indicated by the blue markers in the corner

plot (Figure 8.5) and the comparison to the marginalized posteriors shows that we are capa-
ble of recovering input parameters within the quoted uncertainties. Interestingly, in contrast
to the case of no signal (see Figure 8.3) where the posterior distribution is peaked in the up-
per left corner of the rBLR–σv plane that produces the smallest SA signals, the peak of the
posterior now shifts to be close to the input values of rBLR = 190 µas and σv = 1447 km s−1.
A similar effect is also manifest in the marginal posteriors for σv and rBLR.

The difference in shape of the posterior distributions between the signal plus noise and
the pure noise case suggests the presence of a signal inconsistent with zero, but with an
amplitude that can result from degenerate combinations of the parameters. We discuss how
observations with an increased SNR of the centroids will allow for tighter constraints on the
measurement in Sect. 8.4.3.

8.2.4 Systematic Inference Tests with SA Signal

In order to test whether our inference method is capable of recovering the input parameters
at quoted statistical significance (beyond what we have tested in Section 8.2.3), we created
the series of mock data sets as discussed above. In three series, we create mock data with
(1) all BLR parameters fixed, (2) only the rBLR varied, and (3) all parameters varied. The
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FIGURE 8.5: Same as Figure 8.3 but for mock data containing a known SA signal. The blue
markers indicate the true input value for the respective parameters.

fixed values have been j = 0°, rBLR = 1000 µas and σv = 1500 km s−1. Then, j was varied
in −180° to 180°, rBLR in 0 µas to 5000 µas, and σv in 0 km s−1 to 5000 km s−1. The synthetic
data are then modeled with the same setup as the real observations. In all three cases, we
find that the method recovers the input radius rBLR with the expected statistical significance,
where we target 68.27% of values within ±1σ and 95.45% within ±2σ from the input radius,
corresponding to normally distributed random values (see Table 8.3 and Figure 8.7). Varying
all parameters in the third run, we achieve a recovering fraction that is higher than expected,
in the sense that the posterior radius distribution is denser than expected with 81 % of the
input radii being within the 1σ interval.

In a second set of tests, we studied the effect of binning the centroids on coarser veloc-
ity grids. While the fraction of recovering the input values is still reasonably close to the
expected values for the 1 and 2σ intervals (cf. Table 8.4 and Figure 8.8), we realize that
the method tends to overestimate the signal amplitude (∝ rBLR) and velocity dispersion σv,
which in turn yields underestimated black hole masses MBH; and this effect is stronger the
larger the bins. Therefore, we decided to model the real data only in the native velocity grid



98 Chapter 8. The First Tentative Detection of the Spectroastrometric Signal

0

2
Ph

ot
on

 fl
ux

 
v

(m
2  

hr
1  

(1
00

km
s

1 )
1 )

1e6 Mock data (expected signal)

8000 6000 4000 2000 0 2000 4000 6000 8000
Velocity v (km s 1)

0.02

0.01

0.00

0.01

0.02

Po
si

tio
n 

ce
nt

ro
id

S v
 (p

ix
)

Slit angle
0
60
120

1000

500

0

500

1000

Po
si

tio
n 

ce
nt

ro
id

S v
 (

as
)

FIGURE 8.6: Same as Figure 8.4, but based on samples from the posterior distributions
of modeling mock data containing a known signal. The red curve indicates the expected
signal at slit PA j = 0°.

TABLE 8.3: Statistical significance of recovering the input radius rBLR with the inference
procedure for varied input parameters

BLR parameters Ntests ±1σ (%) ±2σ (%)

All fixed 200 69.3 96.5
rBLR varied 100 72.0 96.0

All varied 200 81.0 98.5

of 88.5 km s−1, inherent to the detector.

8.3 Analysis of the Real Data

8.3.1 Likelihood Ratio for the Real Data

Finally, we can estimate the parameter set of maximum likelihood for the real data and com-
pare the corresponding λLR to the CDFs from the likelihood ratio test in Sect. 8.2.2. The test
yields λreal data

LR = 15.92 (dot-dashed vertical line in Figure 8.2). With respect to the bench-
mark statistics from modeling pure noise, λreal data

LR falls at the 99.9-percentile or 3.2σ (84.3-
percentile or 1.0σ with respect to the statistics for the expected signal). This suggests that we
can rule out the possibility that our position centroids are just random realizations of pure
noise at 99.9% confidence and that we can hence state the detection of an SA signal. Further-
more, we note that, even though we assured ourselves that we can trust our uncertainties in
Sect. 7.2.3, our confidence will still be at 99.0% even if we assume that we underestimated
our uncertainties by 20%, by comparing λreal data

LR to the corresponding CDF of λLR (orange
curve in Figure 8.2).

One concern could be that outliers in our data or deviations from Gaussian noise statistics
are driving the inconsistency between our signal and the pure-noise CDF for λLR. To address
this possibility, we measure λLR also in regions of the real data where we do not expect
a signal, that is in intervals containing only continuum emission, far off of the bHα line.
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FIGURE 8.7: Probability distributions of the percentile value of the input value for rBLR
within the corresponding posterior distribution of the individual inference test. All distri-
butions are normalized to 200 tests. They gray line indicates the reference values, stated
in the text.

TABLE 8.4: Statistical significance of recovering the input radius rBLR with the inference
procedure for varied bin sizes

Binning (km s−1) Ntests ±1σ (%) ±2σ (%)

88 200 69.3 96.5
200 50 76.0 100.0
400 50 70.0 100.0
600 50 68.0 94.0
800 50 74.0 98.0

We choose two intervals of ±6600 km s−1 around 20 000 and 23 000 Å. The resulting values
for λshifted

LR are marked in Figure 8.2 by the two vertical dotted markers. Both of them are
consistent with random draws from pure noise but are unlikely in the presence of a signal,
with CDF(λshifted

LR ) ∼ 5% and 20%.
We conclude that we measure a low probability that the centroid data are just a random

realization of pure noise, in the wavelength interval covered by bHα, whereas we measure
a large probability that the data are consistent with pure noise in the regions off of the bHα

line. This gives confidence that the large λLR that we measure around the bHα line indeed
results from a real signal present in the data.

8.3.2 Bayesian Parameter Inference

After benchmarking the sensitivity of our Bayesian inference procedure on mock data above,
we now discuss the outcome of applying it to the real data. The obtained marginalized
posterior distributions are presented in the corner plot Figure 8.9.

With respect to North, the marginalized posterior distribution for j, the BLR disk major
axis, yields

j = −16.5◦ +16.2
−13.9 , (8.10)

for the median and 16th and 84th percentiles. We note that the posterior distribution for the
data is significantly more peaked and has smaller uncertainties as compared to the mock
signal with the expected parameter values that we analyzed in Sect. 8.2.3. We also note
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FIGURE 8.8: Probability distributions of the percentile value of the input value for rBLR
within the corresponding posterior distribution of the individual inference test. All distri-
butions are normalized to 200 tests.

that we did not find evidence for a jet or molecular outflow in the literature that we could
compare this angle to. The median value of j we determine suggests that our observations
at slit PA jslit = 0° (blue data points in Figure 8.10) is just ≈ 16.5° degrees away from the
orientation of the BLR disk major axis, resulting in the maximum SA signal amplitude, since
Sv ∼ cos(j − jslit) (cf. Equation 6.3 and top panel of SA signals in Figure 6.1). At the PA
of jslit = 120°, the slit is ≈ 44° away from being anti-aligned and resulting in a 1/

√
2×

reduction from the maximum SA amplitude. In contrast to this, at PA jslit = 60°, the slit is
oriented almost perpendicular to the inferred disk major axis and hence we expect to detect
no signal. In Figure 8.10, the expected SA signals for a given slit PA are indicated by a subset
of 40 samples from the posterior distribution, projected by cos(j − jslit), along with the input
position centroid spectra.

With respect to the posterior distribution of rBLR for mock data with expected signal
(Figure 8.5), the peak of the distribution for real data is shifted towards larger values, with
rBLR = 454+565

−162 µas. This estimate is converted into a distance using the angular diameter
distance of 1705 Mpc, based on the redshift of z = 2.279, giving

rBLR = 3.71+4.65
−1.28 pc . (8.11)

While this value is on the order of twice the expected value of 190 µas or 1.57 pc, and al-
though the distribution is broad and radii rBLR ∼ 0 have non-zero probability, this distribu-
tion nevertheless indicates that the data are not consistent with zero SA signal (in line with
the large likelihood ratio, see above). Specifically, the rBLR posterior implies a 95-percentile
lower limit on rBLR > 217 µas. Nevertheless, given that the detection is somewhat marginal
it is also useful to quote upper limits for which we obtain rBLR < 2310 µas at the 95-percentile
credibility level.

In contrast to the above two distributions, however, we do not obtain a sensitive measure-
ment of σv but obtain an essentially uniform posterior over the prior interval (cf. Table 8.2),
with the excess probability towards large σv that we have already seen in the mock data. In
the rBLR–σv plane of the posterior, , we see that the distribution moves further away from
the top-left corner, corresponding to zero SA amplitudes. And this change towards favoring
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FIGURE 8.9: Same as Figure 8.3 but for the real data.

combinations that yield larger amplitudes is stronger than in the example mock data cor-
responding to the expected signal. Furthermore, the peak of the distribution in this plane
moves towards lower σv. Still, a number of degenerate parameter combinations with large
rBLR and σv are allowed. We note that our limited sensitivity to the kinematic parameters
results from the large centroid uncertainties, as we discuss further in Sect. 8.4.3.

8.3.3 Constraining the Black Hole Mass

Using the deterministic relation between σv and vrot sin i from Section 8.1.2 (see also Fig-
ure 8.1), we can derive the implicit posterior distribution for vrot sin i from the posterior of
σv as illustrated in the upper panel of Fig 8.11 and obtain the following statistical estimate
for the median and 16 and 84-percentile confidence intervals

vrot sin i = 1160+317
−656 km s−1 . (8.12)

Given the shape of the posterior, the value of vrot sin i is not very well constrained, as we
also noted in the example of mock data (Sect. 8.2.3). Nevertheless, it is interesting to consider



102 Chapter 8. The First Tentative Detection of the Spectroastrometric Signal

0

2

Ph
ot

on
 fl

ux
 

v
(m

2  
hr

1  
(1

00
km

s
1 )

1 )
1e6 Real data

8000 6000 4000 2000 0 2000 4000 6000 8000
Velocity v (km s 1)

0.02

0.01

0.00

0.01

0.02

Po
si

tio
n 

ce
nt

ro
id

S v
 (p

ix
)

Slit angle
0
60
120

1000

500

0

500

1000

Po
si

tio
n 

ce
nt

ro
id

S v
 (

as
)

FIGURE 8.10: Same as Figure 8.4 but based on samples from the posterior distributions of
modeling the real data.
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FIGURE 8.11: Marginalized posterior distributions of projected rotation velocities (upper
panel) and black hole masses (lower panel). The latter distribution is derived from inserting
the individual samples of rBLR and σv (→ vrot sin i) into Equation 8.13. Shaded areas are
the 1 and 2σ intervals.
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FIGURE 8.12: Comparison of the BLR
radius estimate for J2123–0050 to esti-
mates for studies of objects at low red-
shift. The dashed line is the best-fit
to the rBLR − L relation from Bentz et
al. (2013). Red symbols are measure-
ments from NIR interferometry (Grav-
ity Collaboration et al., 2018b, 2020b),
based on Brγ. The luminosity values
and radii from Lira et al. (2018) are
based on Lyα and targets are at red-
shifts 2 < z < 3.5.

how even these weak constraints propagate to yield constraints on MBH. Assuming that
the ordered velocity component obeys Keplerian rotation, MBH = rBLR · v2

rot/G, with the
gravitational constant G, but since we can only constrain the kinematics up to the inclination
factor we can write

MBH sin−2 i =
rBLR · v2

rot
G

. (8.13)

With this relation, we can transform the posterior distributions for rBLR and vrot sin i into an
implicit posterior distribution on MBH sin−2 i, displayed in Figure 8.11.

While we can compute the median and ±1σ uncertainties of MBH sin−2 i = 9.86+5.14
−5.73 ×

108 M⊙, given the shape of the posterior we conservatively use this information only to
derive an upper limit at 95% confidence:

MBH sin−2 i ≤ 1.8 × 109 M⊙ . (8.14)

8.4 Discussion

8.4.1 Comparison to RM Results

We compare our rBLR estimate to the scaling relations obtained from RM studies at lower red-
shift (z < 1). Since our estimate is based on the bHα, we apply the standard conversion rela-
tion used to convert rBLR estimates from different Balmer lines, rBLR(Hα) = 1.54 · rBLR(Hβ)

(Bentz et al., 2010). Then, we derive the quasar luminosity at 5100 Å as λLλ(5100 Å) =

0.1 · Lbol from the bolometric luminosity following (Richards et al., 2006). In Figure 8.12, we
compare our estimate of rBLR to results from RM targeting Hβ at low redshift (Bentz et al.,
2013; Du and Wang, 2019; Grier et al., 2017) and Lyα at redshifts 2 < z < 3.5 (Lira et al., 2018).
We also show estimates for 3C 273 and IRAS 09149–6206 based on infrared interferometry
of the broad Brγ line (Gravity Collaboration et al., 2018b, 2020b, respectively). Although the
error bars are large, our SA estimate for rBLR based on the posterior distribution in Figure 8.9
is in agreement with the referenced RM and interferometric measurements.
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8.4.2 On the Non-Detection of an SA Signal from the NLR

Due to the large radial distances from the ionizing source, NLR clouds can cause a strong
SA signal even if the line flux is too weak to be detected in the spectrum (Stern et al., 2015).
Hence, although we see no evidence for NLR emission lines from S II and N II toward J2123–
0050 (see Sect. 7.1.3), this does not necessarily rule out the possibility of detecting an NLR SA
signal. That said, our SA analysis of J2123–0050 does not reveal an SA signal at wavelengths
of narrow emission lines listed in Table 8.1 (cf. also Sect. 8.1). In this section, we discuss the
expected NLR SA signal in J2123–0050 and whether it is reasonable that we do not detect it.

First, we emphasize an important but subtle point, which is that our analysis is not sensi-
tive to SA signals that would result from emission that is spatially resolved by our PSF. This
is because we are centroiding with a Gaussian weight function with FWHM set by the mea-
sured PSF. This will act to suppress contributions from resolved emission, from radii larger
than the PSF. In contrast to our study, Bailey (1998) detected an SA signal of ≈ 100 mas,
corresponding to ≈ 70 pc, originating from the narrow [O III] emission line of Mkn 509, a
local AGN with Lbol ≈ 1.5 × 1045 erg s−1. We note that the NLR SA signal detected by Bailey
(1998) could all originate from spatially resolved scales even though the signal amplitude is
smaller than the ∼ 1 arcsec angular resolution of their experiment.

In the limit that the NLR radius is significantly larger than the BLR, the SA signal ampli-
tude can be approximated as

Sline ∼ g ⟨rline⟩
Φline
Φtotal

, (8.15)

where Φline and Φtotal are the NLR and total (NLR + BLR + continuum) flux densities (see
Equation 6.3), ⟨rline⟩ is the flux-weighted average radial distance of clouds which emit the
line

⟨rline⟩ ≡
∫︁

r dΦline

Φline
, (8.16)

and g is a geometrical factor which accounts for the dilution of the signal by disordered
motions and projection effects. Note that Equation 8.16 only applies to spatially unresolved
Φline emission, since as mentioned above our Gaussian weighted centroiding will suppress
any resolved emission.

While the distribution of distances of the NLR clouds from the central engine are not well
constrained, one can estimate a minimum radial distance for each forbidden line based on
straightforward physical arguments. Line emission is suppressed when the electron density
ne exceeds the critical density (ne > ncrit) of a transition and the cloud electron density is
in turn related to the distance to the source of ionizing radiation via the cloud ionization
parameter U, defined as

U ≡ Lion/⟨hν⟩
4πr2

line ne c
, (8.17)

where Lion and ⟨hν⟩ are the luminosity and average energy of H I-ionizing photons, respec-
tively. To satisfy the requirement that ne ≤ ncrit, Equation 8.17 yields a minimum radial
distance for NLR clouds to emit a given line of

rline,min = 490 pc ·
√︄

L48

ncrit,6 U−2
, (8.18)

where we used Lion ≈ 0.5Lbol and ⟨hν⟩ = 36 eV appropriate for a standard quasar spectrum
(e.g. Telfer et al., 2002), and defined L48 ≡ Lbol/1048 erg s−1, ncrit,6 ≡ ncrit/106 cm−3, and
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TABLE 8.5: Properties of forbidden transitions in the NLR.

line ncrit rline,min Lline
Φline
Φtotal

Sline

(cm−3) (kpc) (1042 erg s−1) (mas)

[O I] 6300a 106.2 0.39 2.0 0.013 0.46
[N II] 6548a 104.8 2.0 5.5 0.010 2.3
[S II] 6716 103.2 12 2.2 0.014 21
[S II] 6731 104.2 3.9 2.2 0.014 6.5

Notes: a The doublet transitions [O I] 6364 and [N II] 6583 have the same critical density.

U−2 ≡ U/0.01. This normalization of U is the upper bound of the range suggested by
NLR ionization models (e.g. Groves et al., 2004). It is also physically plausible that U is not
significantly larger than ∼ 0.01 since line emission from higher-U clouds will be suppressed
due to absorption of ionizing photons by dust grains (Netzer and Laor, 1993), and given
that higher-U clouds will be compressed by radiation pressure, hence U ∼ 0.01 (Dopita et
al., 2002; Groves et al., 2004; Stern et al., 2014). Note that for Mkn 509 Equation 8.18 implies
rline,min = 24 pc, where we used U−2 = 1, L48 = 1.5 × 10−3, and ncrit,6 = 0.6 appropriate
for [O III]. Using this result in Equation 8.15 together with Φline/Φtotal ∼ 1 and Sline ≈
100 mas measured by Bailey (1998), we get g⟨rline⟩/rline,min ≈ 3, i.e. the uncertain factor is
of order unity. This illustrates that our physical arguments are at face value consistent with
the ≈ 70 pc constraint from Bailey (1998), although we caution that it is unclear whether the
Bailey SA signal actually arises from such small scales.

Calculations of rline,min for the strongest forbidden narrow lines which fall in the K band
for the redshift of J2123–0050 are listed in column (3) of Table 8.5, using Equation 8.18 and
L48 = U−2 = 1. In column (4), we list an estimate of the line luminosity based on the rela-
tion between narrow line luminosity and broad Hα luminosity measured by Stern and Laor
(2013). These relations have an object-to-object dispersion of ≈ 0.4 dex, and were derived
from a sample of z ∼ 0 AGN with 1042 < Lbol < 1046 erg s−1, so our estimate entails an
extrapolation both to a higher luminosity and to a higher redshift. Column (5) then lists
the implied Φline/Φtotal assuming a narrow line width of 300 km s−1 and using our mea-
surement of the flux density at the line wavelength for Φtotal for J2123–0050. The estimated
Φline/Φtotal are about 0.01, consistent with the narrow lines being undetectable in our spec-
trum. The last column of Table 8.5 lists the implied Sline based on Equation 8.15 and assum-
ing g⟨rline⟩/rline,min = 1.

For [S II] 6716 and 6731, the expected minimum NLR sizes rline,min are much greater than
our spatial resolution of ≳ 200 mas or 1.65 kpc, and as mentioned our SA analysis would
not be sensitive to emission coming from such large scales. However, the minimum NLR
size is comparable to our spatial PSF for the [N II] 6548 doublet and is significantly smaller
for the [O I] 6300 doublet. For the [O I] doublet, the expected minimum rline,min would
imply SA signals of 500 µas which are comparable to our 1σ error bars at the location of
this line (∼ −12 000 km s−1 from bHα, see Figure 7.3). The situation is less clear for the [N
II] doublet transitions. While on the one hand, some of this emission could be filtered out
by our Gaussian weighting, on the other hand the predicted signal strength of ∼ 2000 µas
should have been easily seen given our ∼ 200 µas SA error bars.

The lack of a detection of the NLR SA signals suggests that some aspect of our analysis
methods could be systematically suppressing SA signals. However, it is important to men-
tion several caveats: 1) In Table 8.5 and in the above argument, we quote minimum distances
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FIGURE 8.13: Same as Figure 8.10, but without masking wavelength intervals with poten-
tial contamination by narrow lines.

from the ionizing source but the emission could be coming from larger scales than these
lower limits and if that is true we would filter out the emission via our Gaussian weight-
ing. 2) There is significant scatter in the Stern and Laor correlations used to estimate the line
fluxes in Table 8.5, and J2123–0050 could have weaker-than-average line emission. 3) While
Bailey, 1998 measured a 105 µas asymmetry, which he attributed to coherent motions in the
NLR, this measurement could be dominated by resolved emission. Future work searching
for NLR SA signals is thus warranted in a quasar where the NLR is clearly detected in the
spectrum, given that such a signal is potentially much easier to detect than the BLR signal.

Inclusion of Wavelength Intervals with Potential Narrow-line Contamination

We repeat the inference procedure from Section 8.3.2 without masking intervals with po-
tential narrow-line contamination, as discussed in Section 8.1. Due to the non-detection of
the NLR SA signal (Section 8.4.2, cf. also Figure 8.13), it is not surprising that the result-
ing posterior distributions in Figure 8.14 are consistent with the distributions above within
∆ j̄ ≈ 0.05 rad, ∆rBLR ≈ 10 µas, and σv also consistent.

8.4.3 Outlook for Increasing the SNR

The weak constraints we have obtained on the BLR parameters result from large uncertain-
ties of our position centroids, which are 100 µas for 88.5 km s−1 velocity bins, in the region
with highest SNR ≃ 400 around the bHα line. These can be attributed to a factor of ≳ 3 to
our FWHMPSF ≳ 200 mas (cf. Equation 1.13), while under perfect conditions we can expect
70 mas in K band. With improved AO performance of future instruments such as VLT/ERIS
or ELT/MICADO we can expect FWHMPSF,VLT = 70 mas and FWHMPSF,ELT = 15 mas, and
thus a factor of 3 or 14 improvement in σs (cf. Equation 1.13). Combining this improvement
with a factor of 4× longer exposure times, we can hence expect a factor of 6 of improvement
in σs with respect to the quoted uncertainties, in the case of VLT/ERIS. Since Nph ∝ D2, with
D the telescope diameter, repeating this experiment with ELT/MICADO will add another
factor of (DELT/DVLT)

2 = 23 to the number of collected photons and hence we can expect
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FIGURE 8.14: Same as Figure 8.9, but based on an MCMC simulation without masking
wavelength intervals with potential contamination by narrow lines.

σs,ELT/MICADO = 0.3 µas for the same total exposure time. The quoted expected uncertain-
ties are based on the assumption that the velocity bins are 88.5 km s−1, the size of the bins in
our observations, where, from photon counting statistics, we know that uncertainties scale
linear with the velocity bin size.

We can use our modeling and statistical analysis formalism to illustrate the sensitivity of
such a future experiment. To this end we create a mock data set with the expected SA signal
for J2123–0050 as in Sect. 8.2.3, but with the centroid uncertainties reduced by a factor of 6,
using VLT/ERIS. This yields the posterior distribution in Figure 8.15. We obtain a median
estimate with 1σ uncertainties of MBH sin−2 i = 8.55+0.75

−0.99 × 108 M⊙. These results are highly
encouraging, and motivate repeating the observing experiment in the future with VLT/ERIS
with a narrower PSF (i.e. better AO performance) and 4× longer exposure time. We present
the corner plot for the posterior distribution from MCMC modeling the expected signal with
reduced uncertainties (cf. Sect. 8.4.3), in Figures 8.15 and 8.16.
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8.5 Summary and Conclusion

We presented the first constraints on the BLR size and kinematic structure using spectroas-
trometry. Using the Gemini-North/GNIRS echelle spectrograph with the ALTAIR AO sys-
tem we observed the z = 2.279 luminous quasar SDSS J2123–0050 at three evenly separated
slit position angles. ALTAIR delivered AO corrected K-band PSFs of ≃ 0.200 − 0.460 arcsec.
From the exposures at each position angle we extract individual flux centroids and combine
them with a new spectroastrometry pipeline. By conducting a battery of statistical tests we
convinced ourselves that our centroiding errors are estimated reliably, are uncorrelated spec-
trally, and, as expected, follow a Gaussian distribution. We treat the BLR emission as arising
from an inclined rotating disk with coherent and random motion components allowing us
to model the spectroastrometric signal at each of the three position angles, and introduce a
Bayesian method to perform MCMC parameter inference in the context of this model. We
also introduce a likelihood ratio test allowing us to assess the statistical significance with
which a given SA signal differs from the null hypothesis of pure noise. Both our parameter
inference and statistical significance testing are validated on mock data sets. The following
are the primary results of this analysis:

• In the ±6600 km s−1 vicinity of the bHα line, we measure the flux centroids at a preci-
sion on the order of 100 − 400 µas in velocity bins of size of 88.5 km s−1 corresponding
to the native spectral bin size.

• We characterized the distribution of the likelihood ratio λLR statistic from large en-
sembles of mocks based on pure noise and find that 99.9% of realizations produce λLR

values smaller than what we measure from the data. We can thus rule out this null
hypothesis at 3.2σ statistical significance, which we present as a tentative detection.

• The posterior distribution from Bayesian parameter inference of the SA signal suggests
a median BLR radius with 1σ error bars of rBLR = 454+565

−162µas (3.71+4.65
−1.28 pc). Alterna-

tively, from the posterior distribution we compute 95% upper and lower limits on the
BLR radius of 2310 µas (19 pc) and 217 µas (1.8 pc), respectively. However, our mea-
surements are not sufficiently sensitive to exclude BLR radii smaller than the expected
value of ∼ 200 µas. The centroiding uncertainties are still too large to provide inter-
esting constraints on the parameters governing the ordered (vrot sin i) and random
motions (σv) in the BLR.

• Our parameter inference allows us to place an upper limit on the mass of the black
hole powering J2123–0050 of MBH sin−2 i ≤ 1.8 × 109 M⊙ (95% confidence), where i is
the inclination under which we observe the ordered rotation (vrot sin i).

• We do not detect any signal from the narrow emission lines arising from the larger scale
NLR, which is in principle easier to detect than the BLR SA signal. This may imply that
the NLR SA signal is intrinsically weak, that it originates from spatial scales larger than
our PSF, which we argue our analysis is not sensitive to, or it could suggest that some
aspect of our analysis systematically suppresses SA signals. Future work searching for
NLR SA signals is thus warranted for a quasar with strong NLR emission lines.

This study suggests that spectroastrometry has tremendous potential for measuring the
size and kinematic structure of the BLR enabling black hole mass measurements in active
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quasars. The technique hence is highly complementary to RM and interferometric centroid-
ing which are challenging or currently impossible for high-z quasars. Already with existing
instrumentation like VLT/ERIS, SA should deliver constraints on black hole masses at low
uncertainty (σlog MBH/M⊙ ≤ 8) and requiring only short observing times per object (∼ 16 hr
on source, or ∼ 1 hr for the ELT).
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FIGURE 8.15: Posterior distribution, based on mock data with the same known SA sig-
nal as in Figure 8.5 but with the uncertainties reduced by a factor of 6. The blue marker
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Figure 8.16.



8.5. Summary and Conclusion 111

j (rad) = 0.01+0.07
0.08

60
0

12
00

18
00

24
00

r B
LR

 (
as

)

rBLR ( as) = 213.24+33.87
19.48

2.4 1.6 0.8 0.0

j (rad)

15
00

16
00

17
00

18
00

v 
(k

m
 s

1 )

60
0

12
00

18
00

24
00

rBLR ( as)

15
00

16
00

17
00

18
00

v (km s 1)

v (km s 1) = 1469.85+99.74
51.06

FIGURE 8.16: Same as Figure 8.3 but for mock data containing a known SA signal and
with a 5× better SNR. The blue markers indicate the true input value for the respective
parameters.
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Part IV

Conclusion
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Chapter 9

Summary

In the course of this thesis, two new observational techniques have been (developed and)
tested for the first time on observational data. Both of them push the resolution limits
of modern large telescopes and can be used in the future to study in greater detail the
growth processes of black holes. The future prospects for application of the here developed
techniques is discussed in detail in the outlook Chapter 10. As a byproduct, software
suites were implemented for each technique. In this chapter, we summarize the results
from the above chapters, with Section 9.1 and Section 9.2 summarizing the results from
Part II and Part III, respectively, and Section 9.3 giving an overview on the software
produced for both observational techniques.

9.1 SOWAT: Advanced Speckle Imaging for Large Telescopes

In Part II, we have studied a novel observational approach for recovering diffraction-limited
imaging at high quality from large telescopes, whose AO systems allow only for partial
correction of the atmospheric wavefront perturbations. This section summarizes the main
results from these studies:

• Based on simulations of the residual wavefront for a variety of AO system designs,
we have seen that AO corrections allow for longer integration times, as they slow
down the wavefront decorrelation and also reduce the maximum deviation from an
arbitrarily chosen snapshot of the residual wavefront. This is especially important for
the SOWAT approach as large telescopes sample the atmospheric aberrations across
a large aperture where the number of coherent cells is increasing quadratically with
telescope diameter. Hence, the application of even partial AO corrections (which is
cheaper) allows for controlling the speckle PSF evolution.

• A second product of these simulations is a library of speckle PSFs for each of the sim-
ulated AO system designs. From these, we generated mock data and study the evo-
lution of speckle PSFs, observable in the presence of noise such as detector readout
noise. We established the SNR of the PSF power spectrum as a predictor for the recon-
struction quality and confirmed the intuitive expectations that this measure improves
with longer DITs, stellar brightness and with the order of aberration modes controlled
by the AO system. For the holographic reconstruction, this leads to the expectation
that the use of (any degree of) AO corrections, brighter reference stars and longer DITs
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allows for a higher Strehl ratio in the reconstructed image. An important note in this
regard is that longer DITs cause blurring of the individual speckle PSFs. Hence, the
advantage of longer DITs from collecting larger amounts of photons in a given pixel is
opposed by the loss of spatial information, which depends on the decorrelation time
scale of the residual wavefront on the order of ∼ 1 − 100 ms (depending on the wave-
front control).

• Then, we compared the performance of the SSA image reconstruction algorithm against
speckle holography on observational data from an 8 m telescope with AO support.
This confirmed the expectation that the latter technique allows for smaller astrometric
and photometric uncertainties. This strongly suggests to use of the holography algo-
rithm over SSA for speckle imaging at 8 m-class telescopes.

• Testing this unconventional approach on sky necessitated the implementation of a new
camera mode for a NIR imager at an 8 m-class telescope. Therefore, in Chapter 4, we
developed a fast readout mode with an in-house prototype of the LBT/LUCI readout
electronics. This allows for ∼ 1.25 s full-frame readouts and sub-windowing leads to
even shorter readouts by parsing only parts of the detector. The tests confirmed no
penalty in RON, compared to commissioned readout modes.

• The reconstruction of the data, obtained using the novel fast readout mode for LBT/LUCI,
emphasized the need for a bright PSF reference star in the field of view. The potential
reference sources have not been detected in the shortest exposures due to the compa-
rably lower signal and hence insufficient SNR. Also for the ∼ 0.5 s exposures, cover-
ing two brighter stars, the holographic reconstruction was sub-optimal, causing larger
photometric and astrometric uncertainties and the detection of spurious sources, com-
pared to the SSA reconstruction. This finding shall be addressed in the future by an
optimization of the PSF and source extraction procedures.

• Finally, we challenged our simulations with archival data from WHT/AOLI in Chap-
ter 5 and could confirm the expected behavior of the power spectrum SNR with the
degree of AO corrections and also the superiority of the holography algorithm over
SSA. However, with only one DIT available, we were not able to test systematically
the performance dependence on exposure time on sky. In contrast to the simulations
from above, we could not confirm the effect of increased stellar brightness on the qual-
ity of the observations. We attribute this, however, to the vast SNR for the very bright
stars under investigation, allowing for measuring the faint tails of the speckle PSFs at
sufficient precision. We conclude this test with the hypothesis that in the regime of
high-SNR PSF estimates, the advantage of AO corrections is smaller than for fainter
PSF reference stars.

9.2 Spectroastrometry of the Quasar Broad Line Region

Using spectroastrometry in order to spatially resolve the (kinematic) structure of the quasar
broad (emission) line region was suggested by Stern et al. (2015), with the aim to eventually
study the accretion flow onto and measure the masses of supermassive black holes through-
out cosmic history. Here, in Part III, we tested this approach for the first time on observa-
tional data and implemented the Stern et al. model in order to infer the BLR parameters of
the quasar under investigation. The main results were as follows:
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• Using a novel pipeline (see also Section 9.3.2) we extracted the SA offsets of the bHα

emission line with respect to the continuum source and combine them in order to ob-
tain one high-SNR centroid spectrum for each of the three instrument slit PAs. We
achieve SA uncertainties on the order of 100 − 400 µas, where the centroids are found
to be broadly consistent with Gaussian scatter about zero within the quoted uncertain-
ties.

• Due to the yet large uncertainties and correspondingly large scatter of the centroids,
the uncertainties on the inferred BLR parameters are large. Therefore, we applied a
likelihood-ratio based analysis to infer the statistical significance of the measurement
of the SA signal in these data. The statistic of the likelihood ratio λLR between the SA
model and the null hypothesis, equivalent to the data being a realization of pure noise,
was characterized using a large sample of mock data sets, based on pure noise within
the noise vectors of the real data. The obtained statistic allowed us to rule out the null
hypothesis at 99.9% significance and we can report on the first 3.2σ detection of the
BLR SA signal.

• With a Bayesian parameter inference procedure, we estimated the posterior distribu-
tion of the BLR parameters and constrain the BLR radius for this luminous quasar to
3.71+4.65

−1.28 pc. This estimate lies above the rBLR − L relation from Bentz et al. (2013) mea-
sured from low-z quasars, but is consistent with the relation within the uncertainties
and within the scatter of preceding estimates.

• The quoted uncertainties of the centroid spectra are furthermore too large to allow for
tight constraints on the ratio between ordered rotation (vrot sin i) and other kinematic
components (summarized in the velocity dispersion term σv) and hence do not allow
yet for constraining further the accretion flow of gas onto the central BH. Still, the
posterior distribution allowed for placing an upper limit on the black hole mass of
MBH sin−2 i ≤ 1.8 × 109 M⊙. And furthermore, the repetition of the inference proce-
dure with a mock data set with 5× smaller centroid uncertainties suggests that such
data already allow for constraining the kinematic structure of the BLR. Such an im-
provement of the data is achievable with new AO-assisted instrumentation on 8 m-
class telescopes.

• We discussed the absence of a SA signal from the NLR, which would be key to verify
our SA model but also to study the impact of the NLR SA signal on the SA signal from
the BLR. We attribute this absence to being a consequence of both the low flux density
of the NELs (with no detection in the spectra) and the extraction process, during which
we assign low weighting to the large spatial scales beyond the FWHM of the PSF.
Hence, we are likely not sensitive to emission from larger scales. In order to study this
effect, we suggest to repeat the experiment with a quasar with strong NELs.

9.3 Software Products

The studies above resulted in the implementation of two software suites in PYTHON that
are both intended to ease succeeding studies, by providing transportable and user-friendly
procedures.
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9.3.1 SPECKLEPY: A Versatile Tool for Analyzing Astronomical Short-
exposure ("Speckle") Data

SPECKLEPY is a PYTHON-based program for the analysis of short-exposure-time or speckle
data. The main capabilities, which have been used above, are described briefly in the fol-
lowing and in more detail in Appendix A:

• Generating mock data from a library of speckle PSFs (see Chapter 3 and Bosco et al.,
2019a). This procedure also includes contributions from the sky background, photon
shot noise and detector read noise.

• Data reduction, including an automatic identification of the raw data files and a de-
fault reduction work flow with dark subtraction, flat fielding, sky background sub-
traction. Special features of this pipeline are the implementation of sub-windows and
post-processing of single-read frames (see Section 4.2).

• Image reconstruction based on the SSA and speckle holography algorithms (see Sec-
tion 1.2.2), where the holographic reconstruction is based on the algorithm outlined by
Schödel et al. (2013). These procedures have been applied in Chapters 4 and 5.

9.3.2 The SPAMPY Spectroastrometry Pipeline

The spectroastrometry pipeline SPAMPY has been partially described and extensively used
in Chapters 6, 7 and 8 for the extraction and modelling of SA data. Along with an imple-
mentation of the Stern et al. (2015) model of the BLR, the code contains six procedures for
the following purposes:

• Extraction of centroid spectra from reduced spectrograph data with subtraction of the
continuum source trace (as described in Section 7.2.1).

• Combination of sets of centroid spectra in order to obtain high-SNR combined data
sets (per slit PA, see Section 7.2.2).

• A procedure for multiple analytic scripts of combined centroid spectra, such as for
systematic uncertainties and for possible auto-correlation in the data (see Chapter 7).

• Generating mock data based on existing observational data, using random realizations
of the measurement uncertainties (see Section 8.2.1).

• Modeling centroid spectra to measure the likelihood ratio λLR or to infer posterior
probability distributions of the BLR model parameters (see Chapter 8).

• Creating standardized plots of centroid spectra and the analytic plots, presented in
Chapters 7 and 8.
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Chapter 10

Outlook

In the following, we outline briefly the directions of future research. This chapter also
links the presented studies to how they might be used in the future to answer the research
questions from the introduction (Section 2.3).

10.1 Masses and Accretion Mechanisms of Supermassive Black

Holes

In Part III, we have applied for the first time the method of using the SA signal of the quasar
BLR to observational data, in order to constrain the geometric and kinematic structure of the
BLR and, with this, the mass of the central SMBH. The next important step for establishing
this technique for measuring large samples of BH masses is to reduce and analyze an exist-
ing data set, obtained with VLT/SINFONI. These observations cover two luminous quasars,
among which is the previously mentioned J2123–0050. Due to the better AO system, which
likely recovered the diffraction-limited PSF, the spatial resolution is about a factor of 3 bet-
ter than in the data obtained from Gemini/GNIRS (see also Chapter 7 and Section 8.4.3).
With an independent measurement of the BLR SA of the same source by a different instru-
ment, we will be able to study in more detail the instrument-specific systematic effects. Fur-
thermore, modeling the three centroid spectra from VLT/SINFONI simultaneously with the
three Gemini/GNIRS spectra will effectively increase the total exposure time and is hence
expected to shrink the uncertainties of the inferred BLR parameters significantly.

The results from the combined study of the two data sets mentioned above are the basis
of larger research programs in the future. Directly measuring the masses of a larger sample
of SMBHs at high redshifts will allow for constraining the accretion mechanisms of these ob-
jects, more tightly constraining the ratio of velocity components from our model and hence
allowing for characterization of the accretion flow of gas onto the SMBHs. A consequence of
better understanding the accretion flow is the physical connection to the quasar host galaxy
(Research question 1). Similarly, extending the measurements to quasars at redshift z > 7
may allow for tight constraints how the early SMBHs managed to grow to their extreme
masses in a short amount of time since the Big Bang (Research question 3). This is a com-
pelling science case, especially for the 30 m-class telescopes such as the ELT, since, due to
the larger photon collecting area, it will achieve a ∼ 20× smaller astrometric uncertainty
than 8 m-class telescopes in the same observing time. Conversely, one can observe a larger
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sample of quasars in the same observing time and with the same uncertainties, allowing for
reliable statistics of quasar properties.

10.2 Tracing Black Holes in Dense Stellar Systems

The SOWAT approach of using Speckle Observations with Alleviated Turbulence has been
tested in a set of environments in Part II. The observations of the two bright stars in Chapter 5
have shown that the advantage of using the AO corrections reduces significantly in the very-
high-SNR regime. Conversely, the faint stars in the observed field in M15 (presented in
Chapter 4) have benchmarked the other end of possible reference stars, as the stars in the FoV
with magnitudes K ≥ 13.7 mag are borderline for serving as PSF reference stars. Especially
star 4 with K ≈ 14.7 mag not being detected in the individual 185 ms-exposure frames made
reconstructions impossible. Therefore, in order to study the performance of the technique
further, we need to repeat the experiment from Chapter 4 but centered on a reference star of
intermediate brightness with K ∼ 10 mag. Based on such observations, we will be able to
study the performance of the reconstruction of the short-exposure frames.

Also, in order to study the achievable astrometric and photometric accuracies and com-
pare them between individual reconstructions, we need to expand the source extraction
procedure to also deliver the corresponding uncertainties. This requires an implementa-
tion of the STARFINDER algorithm beyond what is available from the PHOTUTILS library. It
is planned to make available the propagated uncertainties for the linear SSA reconstruction
algorithm and, for the holographic technique, via the bootstrap re-sampling method. Once
the maps of uncertainties are available, one can tweak the source extraction procedure to
deliver the photometric and astrometric uncertainties.

Finally, once reliable uncertainties are available, one can initiate an observing program
that measures stellar positions of a suitable sample of Milky Way GCs and revisits the same
targets every few years, in order to trace stellar orbits as was done for the S-stars in the vicin-
ity of Sgr A∗. The data product of stellar trajectories likely allows for constraining dynami-
cally the population of stellar-mass and intermediate-mass black holes (Research question 2),
where also tracing binaries of stellar-mass BHs will help in understanding the population of
BHs in general (see the discussion in Section 2.3.2).

10.3 Further Science Cases of the SOWAT Approach

While we have focused above on using the SOWAT approach for dynamical detections of
putative IMBHs by exploiting the obtained astrometric accuracy, we also mentioned the in-
crease in photometric accuracy (see also Figure 3.12). Beyond the science cases of the growth
of BHs or tracing IMBHs in dense stellar systems, this technique can eventually be used to
study, for instance, the faint end of the main sequence of Milky Way GCs in higher detail.
E.g., Milone et al. (2017, 2019) have identified multiple stellar populations in the red-giant
branch and toward the low-mass end of the of main sequence, respectively, based on data
from a HST large program (see Figure 10.1). And while such findings are commonly in-
terpreted as metal-enrichment in the younger cluster stars and thus reflect the evolutionary
history of the clusters, radial gradients in the color of stars may, on the other hand, trace tidal
interactions of low-mass stars with the heavy members (including also putative IMBHs).
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FIGURE 10.1: Observed (left) and simulated (middle) color-magnitude diagrams for the
globular cluster NGC 6752 with multiple sequences below the main-sequence knee at
mF160W = 18.5 mag. (right) Average completeness as a function of F160W magnitude.
Adapted from Milone et al. (2019).

Such interactions likely remove the former from the cluster center, thereby cause an over-
representation of the high-mass end of the initial mass function (IMF). This process of mass
segregation is indicative of the internal dynamic history of the GC and a local variation of the
slope is expected in the case of an embedded IMBH or cluster of BHs, as such objects remove
also the high-mass stars from their surrounding, hence causing a comparably steeper IMF
(Kızıltan et al., 2017). Since these effects more strongly affect lower-mass stars, a deep anal-
ysis of the low-mass end of the cluster mass function with small photometric uncertainties
as obtained from SOWAT observations provides constraints on the nature and evolution of
GCs, and hence likely also on their host galaxies.

Another use case of the SOWAT approach is to apply it in order to obtain diffraction-
limited imaging in the visible part of the spectrum, where the atmospheric coherence time
scale and Fried parameter both are much shorter and where conventional AO systems there-
fore typically perform less optimal than in the NIR. Hence, SOWAT can be used to correct
for the residual atmospheric aberrations as obtained from high-frame-rate imaging instru-
ments in the optical bands and thus alleviate the demands on the AO system itself. It is
worthwhile noting here that, with the FRO mode concept tested in Chapter 4, we already
have an approach to enable the required high frame rates. Also, we aim at exploring full-
frame readouts in the FRO mode in order to use a larger FoV, where in future experiments
the focus will be on the achievable image quality despite the blurring of the PSF due to the
longer exposure times.
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Part V

Supplement material
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Appendix A

SPECKLEPY Software Suite

SPECKLEPY is a PYTHON-based software suite containing a set of command-line accessible
procedures. All major procedures are callable via the following sequence:

>>> specklepy <command > --options

In the following sections, we will introduce the algorithms behind the three core commands
generate, reduce, and holography. Beyond the major procedures, all the code is accessible
and can be imported into other PYTHON software via the underlying package.

A.1 Generating Mock Data

Generating mock data with SPECKLEPY simply requires one parameter file, structured as the
example in File A.1.

FILE A.1: Parameter file for generating mock data.

[TARGET]

band = ’H’

star_table = your_star_table.dat

sky_background = 14.4

[TELESCOPE]

diameter = 8.2 m

central_obscuration = 0.14

psf_source = AiryDisk # Can be ’AiryDisk ’, ’Gaussian ’ or the

# name of a FITS file containing PSFs

psf_resolution = 20.5 mas

radius = 50.6 mas # Radius of first zero of an AiryDisk or

# standard deviation of a 2D Gaussian

[DETECTOR]

shape = (1024 , 1024)

pixel_scale = 0.01 arcsec

dark_current = 0.1 electron/ s
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readout_noise = 35 electron

system_gain = 17 electron/ adu

optics_transmission = 0.9

quantum_efficiency = 0.9 electron/ ph

saturation_level = 60000 electron

[PARAMETERS]

exposure_time = 1.2 s # Discrete integration time

n_frames = 100 # Number of frames to generate

n_frames_limit = 100 # Maximum number of frames per file

outfile = airy_1200ms.fits

time_stamp = None

dithers = [(0, 0)]

cards={’OBJECT ’: ’SYNTHETIC ’, ’OBSTYPE ’: ’SCIENCE ’}

The procedure can be called directly from the terminal, via the following command:

>>> specklepy generate <parameter_file >

The program then creates FITS files and fills them frame by frame up to the requested
amount of total frames, following the description in Figure A.1.

A.2 Data Reduction

The data reduction with SPECKLEPY is separated into two steps, the setup and the automated
reduction itself (see overview in Figure A.2). During the setup, the program searches for
FITS file in a given path and then extracts the observation parameters, such as exposure
time, filter and observation type, from the file header. It therefore requires the instrument
name, which is used to access the parameters by the instrument-specific header keywords,
based on a configuration file entry. The information is then stored in a table file in ASCII
format such that the user can amend wrong values. The command for starting the setup is:

>>> specklepy reduce --setup <par_file > -i <instrument >

-p <raw/data/path > -o <files_table.tab >

Once all the files are sorted in the table file, the actual reduction sequence is started also
from terminal:

>>> specklepy reduce <par_file >

Here, the parameter file contains the paths to the raw data, generic file names and individual
parameters, required by the respective sub-routines. A default parameter file is created upon
setup.

The procedure creates master dark frames Dmaster
ij for each observational setup of dark

frames. They are computed by averaging the individual dark frames along the time axis, af-
ter σ-clipping along the same axis. The corresponding uncertainty ΣDmaster

ij
of the dark master

frame Dmaster
ij is computed as the standard deviation of the same σ-clipped data points. The
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master dark frames are then subtracted from the assigned files, which can be set using the
Dark column in the file. By default they are set to the dark observation setup with the same
exposure time. The uncertainty map is attached to the product file in terms of a variance
FITS file extension.

The dark-current-subtracted flat fielding frames are then combined in order to obtain
one master flat field image for every filter band covered in the raw data. We note that these
frames typically cover the full detector whereas the science frames may not. Therefore, the
code uses information on the applied sub-window to select the corresponding sub-window
from the master frame and then apply the flat-field correction to the science frames. In the
procedure, the flat fielding frames are averaged along the time axis after σ-clipping, similar
as for the combined dark frames. The individual frames are, however, weighted during the
averaging process by the inverse variance. The uncertainty of the product is then just the
average of the uncertainties of the contributing frames. The normalization of the master flat
to unity is achieved again by σ-clipping the averaged frame.

Finally, the mean sky background is estimated from the science frames. For excluding the
sources from this estimate, the code integrates the frames of a data cube and then creates a
source mask. The scalar amplitude of the sky background is then the result of the σ-clipped
mean with corresponding uncertainty. The squared uncertainty is added to the variance in
the FITS file extension, i.e. the uncertainty is propagated in quadrature sum.

A.3 Image Reconstruction

Two image reconstruction algorithms are implemented in SPECKLEPY: SSA and holographic
speckle imaging. Essentially, both of the algorithms follow the description from Schödel et
al. (2013), which is reproduced below, where the SSA implementation stops after step (3).
The algorithm is implemented as follows:

1. In the beginning, the code creates long exposures by integrating the data cubes along
the time axis.

2. These first long-exposure images are then aligned either by a maximum cross-correlation
in the two image dimensions, or by cross-matching a list of selected stars that have
been identified in all long-exposure images by the source extraction routine (see also
Section A.4.2).

3. The SSA algorithm creates one reconstruction per data cube. Therefor, the code identi-
fies the brightest pixels in each frame, estimates the shifts between the peaks for each
frame and aligns the frames. Since, in practice, hot pixels may confuse this alignment
algorithm, there is also the option to confine the area, in which the code estimates the
emission peak, to the aperture around one source, which is visible in all data cubes.
This aperture is then shifted, using the preliminary shifts between data cubes from
step (2). Finally, the SSA reconstructions of all the cubes are aligned and co-added,
yielding the first reconstruction of the image.

4. The sources are extracted from the reconstructed image, using the STARFINDER-based
source extraction sub-routine (see also Section A.4.2).

5. The user can select the extracted sources via a graphical user interface, which shall
serve as PSF reference stars.
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6. The instantaneous PSF from every frame is extracted by mean or median-combination
of the apertures around the selected PSF reference stars. For weighting all stars the
same, the aperture flux is normalized by the flux estimate from step (4) for each refer-
ence star.

7. The combined PSFs for each frame are then clipped below a specified SNR threshold
and normalized to unity.

8. The subtraction of secondary sources (as suggested by Schödel et al., 2013) is not im-
plemented yet, but is necessary in very crowded fields.

9. The first estimate of the Fourier-transformed object FO is computed using Equation 1.11
and the image frames and corresponding PSF estimates, padded with zeros to obtain
the same shape. The average is evaluated implicitly via summing the numerator and
denominator separately and subsequent division, as both quantities are averaged over
the same amount of frames.

If requested, the code creates a number of bootstrap-sampled FO-images in parallel to
the main reconstruction, as described in Section 3.6.

10. This estimate of FO is then apodized by the OTF of the diffraction-limited PSF or the
Gaussian approximation of it, but the user can also set an arbitrary larger radius, in
order to obtain a smoother image. Setting this radius may also depend on the spatial
sampling of the diffraction-limited PSF. For setting the apodization radius properly,
the user can use the apodization command to compute the width of the diffraction-
limited PSF:

>>> specklepy apodization <diameter > <wavelength >

-p <pixel scale >

11. The apodized image is then transformed back into image space by an inverse Fourier
transform. The same is done for the bootstrap images, where the variance of these
reconstructions is used to estimate uncertainties.

12. The code is interrupted to ask the user whether they intend another iteration, starting
from step (4) but using the improved position and flux estimates for iteratively im-
proving the PSF estimates and thus increasing the quality of the product image prod-
uct. Once no further iteration is requested, the code extracts the sources from the last
reconstructed image.

A.4 Further Analysis Procedures

A.4.1 Differencing of FRO cubes

The data product from reading out the instrument LBT/LUCI in FRO mode, as described
in Chapter 4, requires post-processing of the saved frames. The actual data product are
the differences in counts between two subsequent read frames. Hence, SPECKLEPY offers a
command for computing this data product prior to the data reduction process.
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>>> specklepy diff <files > -d <delta frames >

-k <keyword of time stamps >

Here, the delta frames parameter is the difference in indexes of the frames to subtract from
another. By default 1, subsequent frames are subtracted and by specifying e.g., -d 2, only
every second frame is subtracted. With this option, the user can create frames with DITs
of integer multiples of the time between two subsequent reads. The individual DIT is then
computed from the mean time between the time stamps of the considered read frames.

A.4.2 Source Extraction

The program is capable of extracting sources from an image file. In the background it runs
a source detection algorithm, based on the STARFINDER routine (Diolaiti et al., 2000). The
user specifies the image file, the FWHM of the PSF in the image and the detection threshold,
in terms of a SNR. A list of source positions and fluxes is stored to table file, with separate
uncertainties on each of the two coordinates and the flux estimate, based on a first order
moment in two dimensions, propagating the uncertainties from variance file extension.

>>> specklepy extract <file > -f <FWHM > -n <noise threshold >

A.4.3 Aperture Analysis

For the aperture analysis, as presented in Chapters 3 to 5, one can define the aperture by
means of the index of the central pixel and a radius in units of pixels. The code then extracts
the profile of the integrated PSF and, if the data file contains a data cube, also the power
spectrum of the PSF with uncertainties, based on the variance along the time axis. Both of
these quantities are averaged azimuthally.

>>> specklepy aperture <file > -i <index > -r <radius >
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List of stellar position and brightness (mag)
+ sky background (mag arcsec-2)

Distribute over field of view

Turn into filter-band specific flux

Target

Multiply with photon-collecting area

Integrate PSFs from library over requested integration time

Convolve with object-plane flux density

Telescope

Resample onto detector grid (Number of pixels and pixel scale)

Consider photon shot noise

- photon throughput

+ dark current (for integration time)

+ readout noise

Translate into counts via gain

Cut-off at saturation level

Detector

Object-plane flux density (photon s-1 m-2)

Focal-plane flux (photon s-1)

Save frame to file Focal-plane counts (ADU)

Return and start from 
integrating a new PSF

FIGURE A.1: Scheme of the procedure for generating mock data with SPECKLEPY.
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Filename Obs. type Filter DIT (s) Sub-window Setup Dark

calib/file1.fits DARK K 0.2
[873:1174,  
   1:2048]

A

calib/file2.fits DARK K 10.0
[1:2048, 
 1:2048]

B

calib/file3.fits FLAT K 10.0
[1:2048, 
 1:2048]

C B

file4.fits SCIENCE K 0.2
[873:1174,  
   1:2048]

D A

... ... ... ... ... ... ...

0 – Setup 
(1) Collect information from FITS file headers
(2) Classify files and observational setups
(3) Store table and parameter file

1 – Dark subtraction
(1) Combine frames of 

each DARK setup
(2) Subtract combined 

frame from allocated 
files (“Dark” column)

3 – Sky subtraction

(5) Mask sources, estimate 
sky background and 
subtract

2 – Flat fielding

(3) Combine per filter 
band

(4) Normalize (sub-window)

Amend wrong 
or set missing entries

FIGURE A.2: Scheme of the data reduction work-flow in SPECKLEPY.
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Acronyms and Abbreviations

Research Organisations, Observatories and Instruments

AOF AO facility (at the VLT)

AOLI Adaptive Optics Lucky Imager (at the WHT)

ARGOS Advanced Rayleigh guided Ground layer adaptive Optics System

CONICA Near-Infrared Imager and Spectrograph (part of NaCo)

ELT Extremely Large Telescope

ESA European Space Agency

ESO European Southern Observatory

FLAO First Light Adaptive Optics system (at the LBT)

GMT Giant Magellan Telescope

GNIRS Gemini near-infrared spectrometer (at the Gemini-North telescope)

GRAAL GRound layer Adaptive optics Assisted by Lasers (at the VLT)

HAWK-I High Acuity, Wide field K-band Imager (at the VLT)

HST Hubble Space Telescope

JWST James Webb Space Telescope

LBT Large Binocular Telescope

LIGO Laser Interferometer Gravitational-Wave Observatory

LISA Laser Interferometer Space Antenna

LN LINK-NIRVANA (at the LBT)

LUCI LBT Utility Camera in the Infrared

NAOS Nasmyth Adaptive Optics System (part of NaCo)

NaCo NAOS-CONICA (at the VLT)

SINFONI Spectrograph for INtegral Field Observations in the Near Infrared (at the VLT)

TMT Thirty Meter Telescope
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VLT Very Large Telescope

VLTI Very Large Telescope Interferometer

WHT William Herschel Telescope

Other acronyms

AGN active galactic nucleus

AO adaptive optics (system)

BH black hole

BEL broad emission line

BLR broad (emission) line region

CDF cumulative distribution function

DCBH direct collapse BH

DCR double-correlated read

DIT discrete integration time

DM deformable mirror

ESM enhanced seeing mode

FoV field of view

FRO fast readout

FWHM full width at half maximum

GC globular cluster

GEIRS GEneric InfraRed Software

GLAO ground-layer AO (system)

HWHM half width at half maximum

IFU integral field unit

IMBH intermediate-mass black hole

IMF initial mass function

LGS laser guide star

LIR line-interlaced read (mode)

MCAO multi-conjugate AO (system)

MCMC Markov chain Monte Carlo (method/ simulation)

MER multiple endpoint read mode
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MOAO multi-object AO (system)

MTF modulation transfer function

NEL narrow emission line

NGS natural guide star

NIR near infrared

NLR narrow (emission) line region

OTF optical transfer function

PA position angle

PSF point spread function

RM reverberation mapping

RMS root mean square

ROE readout electronics

RON readout noise

SA spectroastrometry

SCAO single-conjugate AO

SMBH supermassive black hole

SNR signal-to-noise ratio

SOWAT Speckle Observations with Alleviated Turbulence

SSA simple shift-and-add (algorithm)

SUR sample-up-the-ramp (readout mode)

UV ultraviolet

WFS wavefront sensor
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List of Publications

Publications as First Author

1. F. Bosco et al. (subm.). “Spatially Resolving the Kinematics of the ≲100 µas Quasar
Broad-line Region Using Spectroastrometry. II. The First Tentative Detection in a Lu-
minous Quasar at z = 2.3”. In: ApJ

2. F. Bosco et al. (Sept. 2019b). “Fragmentation, rotation, and outflows in the high-mass
star-forming region IRAS 23033+5951. A case study of the IRAM NOEMA large pro-
gram CORE”. in: A&A 629, A10, A10. arXiv: 1907.04225 [astro-ph.SR]

3. F. Bosco et al. (Apr. 2019a). “SOWAT: Speckle Observations with Alleviated Turbu-
lence”. In: PASP 131.998, p. 044502. arXiv: 1901.08438 [astro-ph.IM]

Parts of the publications 1 and 3 have been presented in this work, in Chapters 6, 7, and 8, and 3, respectively.

Non-refereed Publications as First Author

1. Felix Bosco et al. (Jan. 2020). “SOWAT: High-resolution imaging with only partial AO
correction”. In: Star Clusters: From the Milky Way to the Early Universe. Ed. by Angela
Bragaglia et al. Vol. 351, pp. 185–188

Publications as Contributing Author

1. S. Suri et al. (subm.). “Disk fragmentation in high-mass star formation. High-resolution
observations towards AFGL 2591–VLA 3”. In: A&A

2. J. Esser et al. (subm.). “Multiwavelength dust reverberation mapping of nearby Active
Galactic Nuclei”. In: A&A

3. C. Gieser et al. (Nov. 2019). “Chemical complexity in high-mass star formation. An
observational and modeling case study of the AFGL 2591 VLA 3 hot core”. In: A&A
631, A142, A142. arXiv: 1910.05081 [astro-ph.SR]

4. A. Ahmadi et al. (Oct. 2018). “Core fragmentation and Toomre stability analysis of
W3(H2O). A case study of the IRAM NOEMA large program CORE”. in: A&A 618,
A46, A46. arXiv: 1808.00472

5. H. Beuther et al. (Sept. 2018). “Fragmentation and disk formation during high-mass
star formation. IRAM NOEMA (Northern Extended Millimeter Array) large program
CORE”. in: A&A 617, A100, A100. arXiv: 1805.01191

https://arxiv.org/abs/1907.04225
https://arxiv.org/abs/1901.08438
https://arxiv.org/abs/1910.05081
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