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Abstract

The jet in 3C 273 is one of only a few extragalactic optical synchrotron jets which are large
and bright enough to be studied in detail. We present new broad-band observations of this
jet at the unprecedented common resolution of 0.′′3 which have been obtained with the Very
Large Array at radio and the Hubble Space Telescope at infrared, optical and ultraviolet
wavelengths. These observations reveal a flattening of the high-frequency spectrum of the
jet, a surprising feature which cannot be accounted for by any single-population synchrotron
model. Both the observed flattening of the high-frequency spectrum and the X-ray emission
from the jet can be explained by a model in which two distinct electron populations contribute
to the jet’s emission.

We fit spatially resolved synchrotron spectra for the jet and determine the run of the
maximum particle energy. The decrease of the maximum particle energy along the jet is
much slower than expected from the observed synchrotron emission. We find no evidence for
localised acceleration or loss sites. We show that relativistic beaming and/or sub-equipartition
magnetic fields cannot remove the discrepancy between light-travel time along the jet and the
shorter lifetime of electrons emitting optical synchrotron radiation. We consider this further
evidence in favour of a distributed electron acceleration process.

Zusammenfassung

Der Jet in 3C 273 ist einer von nur wenigen extragalaktischen Jets, die optische Synchrotrone-
mission aufweisen und dabei groß und hell genug sind, um eine detaillierte Untersuchung zu
erlauben. Diese Arbeit stellt neue Beobachtungen vor, die mit den Radioteleskopen des Very
Large Array sowie im infraroten, optischen und ultravioletten Bereich des Spektrums mit dem
Hubble Space Telescope gewonnen wurden und bei einer bislang unerreichten Auflösung von
0.′′3 kombiniert werden. Diese Beobachtungen zeigen, daß das Spektrum des Jets zum Ultravi-
oletten hin flacher wird — ein überraschendes Ergebnis, das zeigt, daß die Strahlung des Jets
nicht mehr als Synchrotronstrahlung einer einzigen Elektronenverteilung interpretiert werden
kann. Sowohl der flache Verlauf des hochfrequenten Spektrums als auch die Röntgenemission
des Jets können durch ein Modell erklärt werden, in dem zwei verschiedene Elektronen-
verteilungen Synchrotronemission abstrahlen.

Die neuen Beobachtungen werden zu Synchrotronspektren kombiniert, die eine Bestim-
mung der Maximalenergie der strahlenden Teilchen ermöglichen. Der Abfall der Maximalen-
ergie entlang des Jets erfolgt sehr viel langsamer, als es sich direkt aus den beobachteten
Synchrotronverlusten ergeben würde. Es finden sich trotzdem keine Hinweise auf räumlich
begrenzte Gebiete, in denen die Teilchen nachbeschleunigt werden. Auch relativistische
Zeitdehnungs-Effekte können die Diskrepanz zwischen der Lichtlaufzeit entlang des Jets und
der kürzeren Lebenszeit der Elektronen, die optische Synchrotronstrahlung abstrahlen, nicht
erklären. Diese Ergebnisse festigen die Schlußfolgerung, daß entlang der ganzen Länge des
Jets von 3C 273 Teilchen nachbeschleunigt werden.
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Chapter 1

Introduction

In 1918, Heber Curtis noticed a “curious straight ray” extending from the center of the
elliptical galaxy M87 [20]. This was the first discovery of an extragalactic jet. Jets are
collimated outflows transporting mass, energy, momentum as well as angular momentum
and electromagnetic fields outwards from a central object. They are now observed emerging
from objects spanning a variety of length and mass scales, but with the common property of
harbouring an accretion disc:

• Young Stellar Objects losing mass through jets which are overdense with respect to the
external medium, with typical velocities of a few hundred kilometers per second. They
emit thermal radiation, fuelled by their internal energy or by energy dissipated in a
variety of shock phenomena. The outflow might be an important factor in the removal
of angular momentum from the accretion disc [79].

• Stellar-mass Black Holes or Neutron Stars in a binary system, onto which material
is accreted from a companion star. These are observed either as X-ray binaries or
as Microquasars [69], with thermal emission from the accretion disc and non-thermal
emission from the jets.

• Supermassive Black Holes at the centres of galaxies, fuelling an Active Galactic Nucleus
(AGN). As implied by the superluminal motion observed by Very Long Baseline Inter-
ferometry (VLBI) on milli-arcsecond scales, these jets can move at relativistic speeds at
least near the core source launching them. The jets terminate in a shock which is ob-
served as bright hot spot, embedded in fainter radio lobes, and the object is observed as
radio galaxy (Fig. 1.1) or radio-loud quasar. These jets are composed of plasma which
is underdense with respect to the external medium and detectable are through their
non-thermal emission.

A detailed understanding of the formation of these jets, their connection to the accretion
disc from which they are launched, and the physics governing their internal structure and
observable properties has not been achieved1 and is the subject of ongoing research. A study
of any object with jets is therefore expected to bear importance for the understanding of all
such objects. In the present study, we consider the synchrotron emission from the kiloparsec-
scale jet of the quasar 3C 273.

1The emission of gamma-ray-bursts is also thought to arise from jets; however, these jets are probably not
related to continuous accretion, but to cataclysmic explosion events.

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1: CygnusA is the prototypical radio galaxy and the brightest radio galaxy for observers on
Earth. The linear extent from hot spot to hot spot is of order 100h−1

70 kpc.

1.1 Extragalactic jets

Although the first few jets were detected at optical wavelengths, the vast majority of the few
hundreds of extragalactic jets known today were all detected as radio jets, and just over a
dozen of them show optical emission. The first optical jets thus present the extremes of the
entire population, large and optically bright enough to be detected by ground-based optical
telescopes. The light from essentially all other optical jets could only be detected with the
Hubble Space Telescope (HST).

Before the launch of HST, the study of jets (apart from the three known optical jets)
was the domain of radio astronomers. When radio astronomy had become a field of study in
the 1950s, the first radio surveys of the sky were carried out [92, e. g.]. The radio sources
discovered in these surveys were resolved by the first interferometers into giant doubles with
faint cores, the bulk of the radio luminosity being emitted by the lobes (cf. Fig. 1.1). In the
“twin exhaust” model [9, see below] of these radio sources, energy is continuously provided
from the core to the lobes by a collimated relativistic flow — a jet. As more sensitive radio
interferometers were built which provided images with higher dynamic ranges, the predicted
jets were indeed found connecting the core to the hot spots and lobes.

1.1.1 3C 273 — the prototypical quasar

The subject of this work is the jet of the prototypical quasar 3C 273. It had been discovered
in one of the first radio surveys, and later lunar occultation observations [32] showed that
it consists of two radio components separated by about 20′′ at position angle ≈ 220◦. The
northeastern of these components, 3C 273B, was optically identified with a faint, blue stellar
object showing strange emission lines, leading to the coining of the term quasar [94]. The
strange appearance of its emission lines were ascribed to a large redshift of cosmological
origin [29, 94].2 The southwestern component of 3C 273 was identified with “an associated
nebulosity” on optical plates [29, 32, 76] — another of the first few optical jets had been

2The cosmological nature of the redshift of quasars was put beyond any doubt only in 1978, when Stockton
published a redshift survey of galaxies near 27 radio-loud quasars with z > 0.45 [96]. Eight of the quasars in
this survey have galaxies with similar redshift associated with them.
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detected, whose spectrum was described as a “weak, bluish continuum” [29].

1.1.2 Synchrotron emission from radio sources

The spectra of the first known radio sources were not thermal black-body spectra but power
laws, i. e., of non-thermal origin, with a fairly universal spectral index. It was first suggested
for the Crab nebula that this emission might be synchrotron emission, and the predicted large
degree of linear polarisation was indeed observed. A strong polarisation was also observed for
the jet in M87 [2]. In the following years, synchrotron emission was established as emission
mechanism for the jets, lobes and hot spots of extragalactic radio sources — and although
the jet of 3C 273 was suspected to be an optical synchrotron source by its discoverers in 1964
[29], the synchrotron nature of its optical emission was only confirmed as late as 1991 [87].

Even before the first jets had been observed, it was clear that the energy radiated by
the lobes had to be supplied continuously from the central source. As is well known from
standard synchrotron theory, the typical life-time of electrons against synchrotron losses is
of the order of or smaller than the light travel time from nucleus to hot spots, over scales of
tens or hundreds of kiloparsecs, so that the lobes could not have been simply ejected from the
central source. The “twin exhaust” model was developed to explain the continuous feeding
of the lobes [9] and is now the standard model of extragalactic radio sources.

In the standard model [5], the energy is fed into the radio lobes by a jet. The jet is
highly collimated bulk relativistic outflow originating in the core of the radio source, near the
central engine, a super-massive black hole (≈ 109 M¯ in the strongest sources). The central
engine feeds energy into the jets through a collimation mechanism connected to the presence
of an accretion disk. Where the jet impinges on the denser intra-cluster medium, a double
shock structure forms, consisting of a bow shock separating jet material from the external
medium and a Mach disk at which the relativistic flow is decelerated and bulk kinetic energy
is channelled into highly relativistic particles through a shock acceleration mechanism.

These particles emit the observed synchrotron radiation and the radio hot spot is usually
assumed to coincide with the Mach disk. The optical synchrotron emission observed from hot
spots at the ends of radio jets can be well explained by first-order Fermi acceleration at the
jet-terminating shock [34, 63, 66, 68]. After flowing through the Mach disk, the jet material
escapes towards the sides and forms the radio lobes. One should make a clear distinction
between the emission from the hot spot itself, the lobes and the body of the jet. Although
all emit synchrotron radiation, the physical processes accelerating the emitting particles may
be quite different between these regions.

1.1.3 Models of particle acceleration

Highly relativistic electrons are required to explain the observed emissivities of radio sources.
A sufficient density of electrons of such high energies cannot be provided by thermal processes.
The first-order Fermi acceleration provides a natural explanation both for obtaining a power
law and predicting an exponent close to values observed in the spectra of synchrotron sources.

The presence of synchrotron radiation from jets shows that they comprise both relativistic
particles and magnetic fields. Relativistic particles will necessarily not be in a bound state
of any description so that the jet material will be a plasma. The jets are thought to be
“thin” (under-dense with respect to the galactic and intergalactic medium) and “light” (most
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of their energy is kinetic). Apart from the electrons, there have to be charge-balancing
positively charged particles in the flow to avoid the radio sources becoming electric dipoles.

There is no consensus on whether jets are composed of electron-positron pair plasma, or
proton-electron hydrogen plasma. In the latter case, the total energy content of a typical
jet must be orders of magnitude larger than the emitted energy because of the large proton
rest mass, i. e., proton-electron jets are rather inefficient. An electron-positron jet would be
more efficient. However, there are other difficulties with this kind of jet: there has to be
some sort of pair production region to make positrons at all. Once they are made, they must
not annihilate with electrons within the jet or hot spot, to allow the electrons to illuminate
all parts of the radio source. Pair annihilation would also produce pairs of 511 keV-photons
which should be observable from the annihilation region, making it a gamma-ray line source.
Positrons would emit synchrotron radiation in the same way as electrons. Because they
gyrate in a magnetic field in the opposite sense to electrons, the polarisation properties of an
electron-positron plasma are different from those of an electron-proton plasma, especially for
any circular polarisation component.3

As mentioned, the shock at the front of the jet flow is thought to be the “working surface”
for the first-order Fermi mechanism. This mechanism was first suggested by Enrico Fermi in
1954 [25] to explain the power-law energy spectrum of cosmic-ray particles impinging on the
upper atmosphere and further developed theoretically by A. R. Bell [6, 7], among others.

The idea of the first-order Fermi mechanism at a non-relativistic strong shock is that
particles are repeatedly crossing a shock and gain energy on each crossing. The energy gain is
proportional to the initial energy. The second ingredient is a finite probability for each particle
to escape from the shock region, so that larger energy gains become increasingly unlikely. The
combination of the two results in a power-law distribution of electron energies whose exponent
only depends on the compression ratio r(> 1) of pre- and post-shock fluids as p = r+2

r−1 . The
power law exponent is −2 for a limiting-case strong shock which corresponds to a synchrotron
radiation spectral index of −0.5. This result is remarkable because no detailed micro-physics
are required to obtain a universal power law of synchrotron spectra, with an exponent close
to observed values. The mechanism does require the injection of supra-thermal particles,
i. e., it is really more of a reacceleration mechanism than one selecting a few particles from a
thermal distribution. The nature of the injection mechanism is a further unsolved puzzle in
our understanding of radio sources.

In practice, the power law will not extend to infinite electron energies but there will be
a cutoff. The cutoff energy is that at which the synchrotron losses during one acceleration
cycle cancel out the energy gain during that cycle.4

1.1.4 Optical synchrotron emission from jets

Electrons with the highly relativistic energies required for the emission of high-energy (infrared
and optical) synchrotron radiation have a very short lifetime which is much less than the
light-travel time down the jet body in, e. g., 3C 273 (already noted by Greenstein & Schmidt

3In principle, it should be possible to distinguish between the two using polarisation measurements. This has
indeed been attempted for the (milli-arcsecond) jet of 3C 279 [106], but the result relies heavily on assumptions.

4Even if there are no synchrotron losses, the highest attainable electron energy is limited by inverse-Compton
scattering of cosmic microwave background photons by high-energy electrons (a detailed discussion of this is
presented in Sect. 5.1). In compact sources with a high synchrotron luminosity, the highest-energy electrons will
experience Compton scattering off self-produced synchrotron photons (the synchrotron self-Compton effect).
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[29]). Under the assumptions of the standard model, those particles which are responsible for
synchrotron emission from the jets themselves can only be accelerated in the source’s core. It
cannot therefore account for optical synchrotron emission from the body of jets such as those
in M87 and 3C 273, which extend over tens of kiloparsecs in some cases. Instead, the particles
radiating high-frequency synchrotron emission must be accelerated inside the jet, not just at
its terminating shock.

Observations of optical synchrotron emission from such jets [87, 88] as well as from the
“filament” near Pictor A’s hot spot [81, 86] suggest that both an extended, “jet-like” and a
localised, “shock-like” acceleration process are at work in these objects in general and 3C 273’s
jet in particular [68]. The extended mechanism may also be at work in the lobes of radio
galaxies, where the observed maximum particle energies are above the values implied by the
losses within the hot spots [62] and by the dynamical ages of the lobes [10].

1.1.5 X-ray emission from jets

Additional problems are posed by observations at even higher frequencies: ROSAT observa-
tions showed X-ray emission from the jets in M87 [71, 72] and 3C 273 [89]. More recently,
observations with the new X-ray observatory Chandra showed extended X-ray emission from
the jets in PKS 0637−752 (which also shows some optical emission [14, 15, 95, 98]) and
PictorA (which is a true radio jet [109]) as well as other jets and hot spots. Chandra also
supplied the first high-resolution X-ray images of the jets in M87 and 3C 273 [58, 84]. The
X-rays from these objects also seem to be of non-thermal origin: they could at least partially
be due to synchrotron emission in M87 and 3C 273 [58, 84, 89]. Inverse-Compton scattering
could also produce X-rays. The photon seed field can be provided by the synchrotron source
itself if it is sufficiently compact, for example in the hot spots of Cygnus A [108]. If the bulk
flow of a jet is still highly relativistic on large scales, the boosted energy density of the cosmic
microwave background radiation field can lead to the observed X-ray fluxes [98]. In all cases,
the energy observed as X-rays is provided by those electrons also producing the radio-optical
synchrotron emission, decreasing their cooling timescale even below the synchrotron cooling
scale.

1.2 Aim of this work

The fundamental question posed by the observation of optical extragalactic jets is thus: how
can we explain high-frequency synchrotron and inverse-Compton emission far from obvious
acceleration sites in extragalactic jets? While information on the source’s magnetic field
structure may be obtained from the polarisation structure, the diagnostic tool for the radiat-
ing particles is a study of the synchrotron continuum over as broad a range of frequencies as
possible, i. e., from radio to UV wavelengths, and with sufficient resolution to discern morpho-
logical details. The shape of the synchrotron spectrum gives direct insight into the shape of
the electron energy distribution, thus also constraining the emission by the inverse-Compton
process at other wavelengths.

There is considerable effort to model the structure and dynamics of extragalactic jets
[13, 26, 99]. Since they are composed of plasma and moving at relativistic speeds, a fully
relativistic three-dimensional magnetohydrodynamic code tracing synchrotron cooling as well
as shock acceleration including back-reaction of particles on shocks would be required for a
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Figure 1.2: MERLIN radio image (left) and ESO New Technology Telescope R-band image (right) of
the jet of 3C 273. Taken from [90].

complete description. A realisation of such a scheme at sufficient resolution has not been
achieved yet. Detailed observations are required to make progress.

Of all the known optical jets, there are only three with sufficient angular size and surface
brightness to be studied in any detail (of which two were among the first to be detected):
those in M87 (a radio galaxy), PKS 0521− 365 (an elliptical galaxy with a BL Lac core), and
3C273 (a quasar).

We present a detailed study of the jet in 3C 273 using broad-band observations at var-
ious wavelengths obtained with today’s best observatories in terms of resolution: the VLA
(in combination with MERLIN data at λ6 cm) and the HST. The aim of this study is the
determination of the spectral shape of the synchrotron emission.

3C 273’s radio jet extends continuously from the quasar out to a terminal hot spot at 21.′′4
from the core, while optical emission has been observed only from 10′′ outwards (Fig. 1.2).5 On
ground-based images, the optical jet appears to consist of a series of bright knots with fainter
emission connecting them. So far, synchrotron spectra have been derived for the hot spot and
the brightest knots using ground-based imaging in the radio [17], near-infrared K ′-band [73]
and optical I,R, B-bands [87] at a common resolution of 1.′′3 [64, 89]. This radio-to-optical
continuum can be explained by a single power-law electron population leading to a constant
radio spectral index6 of −0.8, but with a high-energy cutoff frequency decreasing from 1017 Hz
to 1015 Hz outwards along the jet.

Here, we present new observations, which constitute a unique data set in terms of resolu-
tion and wavelength coverage for any extragalactic jet — only M87 is similarly well-studied
[84]. Using these observations at wavelengths 3.6 cm, 2.0 cm, 1.3 cm, 1.6µm, 620 nm and
300 nm, we derive spatially resolved (at 0.′′3) synchrotron spectra for the jet. By fitting syn-
chrotron spectra according to Heavens & Meisenheimer [34], we derive the maximum particle
energy everywhere in the jet and aim to thus identify regions in which particles are either
predominantly accelerated or lose energy. A detailed comparison of the observed and fitted
spectral shapes will test the assumption that the entire observed continuum from radio to

5For the conversion of angular to physical scales, we assume a flat cosmology with Ωm = 0.3 and H0 =
h70 × 70 km s−1Mpc−1, leading to a scale of 2.7h−1

70 kpc per second of arc at 3C 273’s redshift of 0.158 (see
App. D).

6We define the spectral index α such that fν ∝ να.
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ultra-violet (and possibly even X-rays) can be explained as synchrotron radiation from a single
electron population.

The derived shape for the electron energy distribution will be an invaluable help in de-
termining the emission process responsible for the X-rays, and we will look for correlations
between the fitted synchrotron spectra and the X-ray observations. Subtle deviations from
the fitted spectral shape will be a guide for future investigations into the nature of the deriva-
tions, and the physical conditions giving rise to the observed emission. Only trough a detailed
understanding of this jet, and its similarities with and differences to that in M87, can we hope
to set the agenda for a study of other extragalactic jets.





Chapter 2

Observations and data reduction

2.1 Observations

2.1.1 Radio data

The jet has been observed at all wavelength bands available at the NRAO’s Very Large Array
(VLA), i. e., at 90 cm, 20 cm, 6 cm, 3.6 cm, 2 cm, 1.30 cm and 0.7 cm. Observations were
carried out between July 1995 and November 1997, to obtain data with all array configurations
(thus covering the largest range of spatial frequencies). Total integration times are of order a
few times 10,000 s in each band. At 3.6 cm, the best achievable resolution (set by the maximum
VLA baseline of just over 30 km) is 0.′′24, with better resolution at shorter wavelengths.
However, at 0.7 cm, only few antennas were equipped with receivers at that time, and the flux
density of the jet is so low that only the hot spot is detected even at a fairly low resolution of
0.′′35. Observations were carried out in spectral line mode, in which the observing bandwidth
of 12.5 MHz was split into 16 channels, each of which is correlated independently of all others.
The spectral line mode was chosen because an image of the jet in 3C 273 with a dynamic
range exceeding 200,000:1 had been obtained at a wavelength of 6 cm and with 0.′′4 resolution
[80]. Such a high dynamic range is necessary to simultaneously image the quasar itself, which
is a strong radio source, and the faintest features of the jet. Similarly high dynamic ranges
were expected to be achievable at shorter wavelengths, that is, higher resolution.

A combination of the 6 cm data with observations obtained at the United Kingdom’s Multi-
Element Radio Linked Interferometer Network (MERLIN), which has significantly longer
baselines than the VLA, was attempted in order to enhance the resolution and match them
with the rest of the data set, to enhance the wavelength coverage. The MERLIN interferomet-
ric array consists of 8 radio telescopes, of which 6 are fitted with receivers at λ6 cm. MERLIN
has baselines up to 217 km, yielding a maximum resolution of 0.′′04 at λ6 cm, about ten times
better than the VLA at this wavelength. However, due to problems with the flux calibra-
tion between these data sets, the combined image could not yet be used (see Sect. 2.2.1).
Therefore, the present analysis considers the data at 3.6 cm, 2 cm and 1.3 cm. The common
resolution was fixed at 0.′′3, slightly inferior to the resolution of the data at 3.6 cm.

2.1.2 Optical and ultraviolet data

Optical and ultraviolet observations were made using the Planetary Camera of the second
Wide Field and Planetary Camera (WFPC2) on board the Hubble Space Telescope on March

9
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Figure 2.1: The field of view of the Wide Field and Planetary Camera 2 superimposed on a direct
R-band image obtained at the ESO/MPG 2.2 m telescope at La Silla by H.-J. Röser and K. Meisenheimer.
The stars are labelled as in [87].

23rd and June 5th/6th, 1995, through the filters F300W (centered near 300 nm) and F622W
(centered near 620 nm, roughly corresponding to RC in the Kron-Cousins-system).

The WFPC2 is one unit consisting of four separate cameras, the Planetary Camera (PC1)
and three identical wide field cameras (WF2–4). The physical pixel size and scale of the
Planetary Camera is half that of the Wide Field Cameras. Together, they map a contiguous
area of the sky with the characteristic chevron shape (Fig. 2.1). The Planetary Camera
has a 800 × 800 pixel Loral Charged Coupled Device (CCD) chip as detector. The camera
has a (nominal) pixel scale of 0.04554′′ at f/28.3. The resulting size of the field of view is
36.4′′ × 36.4′′.

The pointing and roll angle of the telescope were chosen under the following considerations.
The jet should be imaged at the centre of the Planetary Camera chip, in order to minimise
any optical distortion effects. The quasar core has to be used as position reference when
combining data taken by different instruments; the exact relative location of its image can be
most easily determined if it is on the same chip as the jet image. An exact matching of these
observations with those taken by other instruments is facilitated by having as many point
sources imaged as possible, to allow the accurate determination of both shifts and rotations.
In our case, there are only four point sources in the vicinity of the jet: the quasar core and
three field stars [Table 3 in 87]. The pointing and roll were therefore chosen such that each
star is imaged on a separate WF chip, the quasar is near a corner of the PC and the jet is near
its centre. In addition, allowance is made for small pointing offsets, which help in removing
artifacts introduced by the camera pixels.

The total observing times would ideally be such that the jet features have a similar signal-
to-noise ratio in both filters. The exposure time in the red wavelength band was chosen as
10 ksec which enables imaging of the jet knots at a pixel S/N of around 25, while the inter-
knot regions still have a S/N of 7–10. The jet flux decreases towards shorter wavelengths. As
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the CCD camera becomes less sensitive in the UV region, the exposure time to achieve the
same S/N becomes significantly larger. The total exposure time in the UV band was therefore
fixed at 35.5 ks, which gives a typical pixel S/N of 10 in most of the knots, a value of 20 only in
the brightest knot, and only marginal detection of the inter-knot regions. The corresponding
aperture signal-to-noise ratios at 0.′′3 beam size will be larger by a factor of about 10. Despite
the lower S/N compared to the optical data, the ultraviolet data are important in determining
the shape of the synchrotron spectrum at the highest electron energies with the high spatial
resolution afforded by the HST.

All exposures are grouped into three visits1, distinguished by the first two digits of the
file number. The total exposure time was split into single integrations of around 2500 s
each, the longest possible duration of roughly one half of a full HST orbit2. The U -band
images are read noise limited (see Sect.A.2), therefore the longest possible integration time
was chosen, resulting in 16 individual exposures at different pointings. In the R-band, the
total exposure time was split into four single exposures at different pointings. These are sky
background limited, but more splits would only have increased the amount of raw data having
to be processed. The exposure time was therefore chosen to be one orbit for each individual
exposure. An observation log is given in Tab. 2.1.

2.1.3 Near-infrared data

The near-infrared NICMOS camera 2 [“NIC2”; see 11, 101] on board HST was used to image
the jet through filter F160W (centered at 1.6µm), on February 6th and March 3rd/5th, 1998,
as HST proposal 7848. This wavelength is critical in precisely and accurately determining
the cutoff frequency along the jet. The total exposure time was 34560 s. NIC2 has 256× 256
pixels of size ≈ 0.′′076 on sky, making it well-suited for diffraction-limited observations at
1.6µm (Rayleigh criterion for the HST’s 2.4 m aperture, 0.′′17). The field of view is just under
20′′ squared, significantly smaller than that of WFPC2. In fact, the detector scale along the x
axis is 0.9% larger than that of the y axis, because of a tilt of the detector plane with respect
to the camera focal plane. In addition, there is a global scale change with time because of
expansion of the dewar assembly which moves the detector plane [Sect. 5.4 in 22]. Both effects
are ignored in the reduction process and instead accounted for by appropriate placement of
photometry apertures (see Section 3.1). The array consists of four quadrants which are read
out separately from each other.

For these observations, the telescope was rotated such that North is approximately along
the positive x direction of the detector, and correspondingly East along the positive y direc-
tion.

1A “visit” is the term for “a group of exposures to be executed together”. The telescope pointing is
established and guide stars are acquired at the beginning of a visit.

2HST observing time is allocated as a number of actual spacecraft orbits of duration 97min. Depending on
the telescope’s orientation and the location of the target on sky, it is observable for the full orbit or, as was
the case here, for only half of the orbit due to obscuration by the Earth.



12 CHAPTER 2. OBSERVATIONS AND DATA REDUCTION

Filename Filter Date Exp. POS TARG
time [s] x [′′], y [′′]

u2nz0101 F622W 06/06/95 2300 0.000 0.000
u2nz0102 2500 −0.501 0.000
u2nz0103 2 −0.501 0.000
u2nz0104 2600 0.000 0.501
u2nz0105 2600 0.501 0.000
u2nz0106 F300W 06/06/95 2600 0.000 0.000
u2nz0107 2600 −0.501 0.000
u2nz0108 2500 −1.002 0.501
u2nz0109 8 −1.002 0.501
u2nz010a 2600 0.501 −0.501
u2nz0201 F300W 23/05/95 2300 0.334 −0.334
u2nz0202 2600 0.835 0.167
u2nz0203 2500 −0.668 −0.334
u2nz0204 8 −0.668 −0.334
u2nz0205 2600 −0.167 0.668
u2nz0206 2600 1.336 0.668
u2nz0301 F300W 05/06/95 2300 0.668 0.835
u2nz0302 2500 −0.835 0.334
u2nz0303 8 −0.835 0.334
u2nz0304 2600 −0.334 −0.167
u2nz0305 2600 0.167 0.835
u2nz0306 2600 1.169 −0.167

Table 2.1: Observation log of proposal 5980. The POS TARG column refers to commanded offsets from
the reference pointing between exposures

2.2 Data reduction and calibration

2.2.1 VLA data

Calibration and imaging

The process of calibrating the interferometric data obtained at the VLA and deriving images
of the surface brightness distribution on sky was carried out by R. E. Perley (NRAO, So-
corro). He supplied files containing total-intensity images as well as polarimetric information
(polarised flux, degree of polarisation, polarisation angle). Details of the data reduction and
a full study of the jet at radio wavelengths will be presented elsewhere [R. Perley, in prep.].
Figure 2.2 shows the three images used here.

Error sources

While the error sources for the HST images are well-known and quantified, the transformation
of interferometric fringes to images introduces uncertainties which are not easily quantified
[80]. An absolute flux calibration is not straightforward for radio data since the measurement
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Figure 2.2: VLA images employed in this work

of absolute radio fluxes is difficult. Therefore, most observations rely on a calibration relative
to standards established by Baars et al. [3], which is probably correct to 1–2% up to 23 GHz
[R. Perley, priv.comm.]. The second problem for radio data is related to the fact that the
brightness distribution on the sky cannot be inferred uniquely from the fringe patterns it
produces through an interferometer because the deconvolution involved in the inverse process
is not unique. Thus, although the noise on the actually detected signal is well-known, there
is no good estimate on how this translates to noise in the image plane. In addition, there
may be artifacts present in the image, i. e., errors in the sense that the inferred brightness
distribution does not correspond to the true brightness distribution. The usual way to quote
the quality of a radio map is the “dynamic range”, defined as the ratio of the peak surface
brightness to the RMS noise of a blank region of sky. This RMS noise is the single quantifiable
noise estimate for radio maps and a lower limit to the true precision. Table 2.2 quotes the
dynamic ranges for the images used here. From the table, it is clear that the dynamic ranges
which were actually achieved fell considerably short of the expectations.

Combination with MERLIN data

In order to enhance the resolution of the VLA data set at λ6 cm, a combination was attempted
with MERLIN data. The VLA interferometric data set comprising the calibrated data was
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VLA band λ Peak flux RMS noise Dynamic range
cm mJy mJy

C∗ 6 35.9 6.0× 10−4 80,000
X 3.6 33.0 4.5× 10−4 75,000
U 2.0 28.3 2.6× 10−4 110,000
K 1.3 23.4 4.0× 10−4 59,000
Q∗ 0.7 20.9 2.5× 10−3 9,000
∗image not used for spectra

Table 2.2: Dynamic ranges for the VLA images

3C273  IPOL  4994.000 MHZ  C273MV-.14.IVTC.1
PLot file version 1  created 18-DEC-2000 12:27:06

Peak flux =  1.2385E-01 JY/BEAM 
Levs = 1.239E-03 * (3.125, 4.419, 6.250, 8.839,
12.50, 17.68, 25, 35.36, 50, 70.71, 100)
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Figure 2.3: Map obtained from a combination of MERLIN and VLA data at λ6 cm.

merged with a coeval MERLIN data set provided by Simon Garrington and Tom Muxlow
(Jodrell Bank Observatory). The joint data set was then imaged using a maximum entropy
deconvolution method to obtain a map of the jet comprising the information on all the angular
scales sampled by either telescope array.

The combined map is shown in Fig. 2.3. Although the map looks morphologically plausible,
a comparison of the derived jet profile with the original VLA map shows a discrepancy
between the two (Fig. 2.4). The total flux of the combined map is about 20% larger than that
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Figure 2.4: Comparison of VLA and VLA+MERLIN data sets at 1.′′3 resolution. The jet profile derived
from the combined data set is discrepant from that obtained from the VLA observations alone.

detected by the VLA alone, and the background flux level is not zero, but slightly negative.
An attempt of correcting both background offset and flux normalisation error was made by
adding a constant to the combined image to make the average background level zero, and
then scaling the jet image to match the total flux contained in both. As Fig. 2.4 shows, after
this normalisation attempt, the jet profile at 1.′′3 resolution is still discrepant between both
data sets.

The reasons for the discrepancy are not known in detail at present. They are most likely
related to the strong north-south sidelobes of the MERLIN array. A two-element interfer-
ometer is sensitive only to structures perpendicular to its baseline. Unlike the VLA with its
three-armed configuration, MERLIN has predominantly north-south baselines. Therefore, it
best samples structures oriented in an east-west direction for sources observed on the merid-
ian. For sources at large declinations, the Earth’s rotation provides for a rotation of the
baselines on the sky, so that all parts of the (u, v) plane (the “k-space” for celestial coordi-
nates) are observed and structures at all position angles on sky can be detected (aperture
synthesis technique). However, since 3C 273 is located near the celestial equator, the geometry
of the MERLIN array leaves structures in extending in a north-south direction ill-constrained.
Periodic positive and negative images of the jet appear to the north and south of the true
image (Fig. 2.5).

Detailed investigations will be required to remedy the flux discrepancy between the VLA-
only and the joint VLA-MERLIN data set. MERLIN data are also available at λ18 cm, a
combination with VLA data will only be attempted once the λ6 cm data are understood.

2.2.2 WFPC2 data reduction steps

The WFPC2 data reduction for this project has already been described in detail previously
[41], we therefore give an outline here and present details in App.A.

Images taken with CCD cameras have to undergo certain data reduction and calibration
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Figure 2.5: The MERLIN image at λ18 cm shows the positive and negative images of the jet caused by
the array’s sidelobes.

steps to remove instrumental effects like variable detector response etc. After execution of
a science program, the STScI provides pipeline-calibrated science frames along with the raw
exposures. As some of the calibration information may have been updated since the pipeline
calibration, the images have been recalibrated. The recalibration was done under IRAF, using
the task calwp2, part of the STSDAS (Space Telescope Science Data Analysis System) package
provided by the STScI. This task calls subroutines applying the individual calibration steps,
using information saved with the data frames to determine the appropriate calibration files.
The best calibration files were obtained from the STScI archive.

The value for background noise measured on the calibrated images agrees with the values
expected from photon statistics, as calculated from the predicted sky background level, read
noise and dark current (Sect.A.2). One of the PC chip’s charge traps [105, 107] lies inside
the jet image, in column 339. This has no observable effect on the faint UV image, but the
effect had to be corrected on the well-exposed red-band images. This was done by replacing
the affected portion of each image by the corresponding pixels from an offset image, as a
correction according to Whitmore & Wiggs [107] unduly increased the noise gin the corrected
part of the image (Sect.A.3.1).

The images were initially registered using the commanded offsets to the nearest pixels.
This alignment is sufficient for the rejection of cosmic rays as these only affect a small number
of adjacent pixels. Cosmic rays were removed using a standard κ-σ algorithm, rejecting all
pixel values deviating more than 4σ from the local (low-biased) median in a first pass, and
neighbouring pixels with more than 2.5σ deviation in a second pass (details in Sect.A.3.3).
The number of pixels treated this way agrees with the expected cosmic ray hit rate for the
images.

A model of the sky background and “horizontal smear” (increased pixel values in rows
containing saturated pixels from the quasar’s core [Chap. 4 of 8]) was fitted in the part of
the image containing the jet using second-order polynomials along rows (Sect.A.3.4). The
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Filter PHOTFLAM λp PHOTFNU

F300W 6.137× 10−17 2981.9 17.72
F622W 2.789× 10−18 6187.5 3.531

Table 2.3: Photometric conversion factors. PHOTFLAM is in erg s−1 cm−2 Å−1, λp in Ångstrøm, PHOTFNU
is in µJy.

coefficients of the polynomials were then smoothed in the perpendicular direction.
The photometric calibration of the exposures was done using throughput information

provided in [8, Section 21.1.2]. A synthetic photometry approach is employed: The combined
response of telescope, filter and detector is used to calculate the physical flux producing
a count rate of 1 count per second in each filter. A constant flux per unit wavelength is
assumed. The proportionality factor between count rate and spectral flux density is given in
units of erg s−1 cm−2 Å−1 and referred to as PHOTFLAM. For the later comparison with radio
astronomical measurements, which are commonly calibrated in Jansky (Jy, 1 Jy = 10−26 W
m−2 Hz−1), the count rate is converted to Jy. The corresponding conversion factor is called
PHOTFNU. The spectral flux per unit wavelength fλ is converted to a flux per unit frequency
fν by noting that

fλdλ = −fνdν (2.1)

(The − sign arises because dν increases in the opposite sense to dλ.) From here,

fν = −dλ

dν
fλ =

λ2

c
fλ (2.2)

This is, strictly speaking, only valid at a single value pair for λ and ν. In order to obtain the
correct spectral flux density conversion, the shape of the input spectrum would have to be
convolved with the throughput curves over the filter passband. As the input flux spectrum
is not known a priori, but is rather what we are trying to measure, this would have to be
done in an iterative fashion: calculate a flux density assuming a spectrum constant in each
passband, fit a spectral shape to measurements across the whole spectrum, then refine the
flux density conversion using the spectral shape in each passband.

It will be sufficiently accurate here to convert PHOTFLAM to PHOTFNU using the pivot wave-
length λp of each filter used. The pivot wavelength is a characteristic of the filter. It is
defined such that Eqn. 2.2 is true with λ = λp, and fν and fλ being obtained by integrating a
spectrum with constant flux per unit frequency or wavelength, respectively, over the bandpass
transmission curve (see Sec. 18.2.2 of [105] and [12]). The conversion between the different
units of PHOTFLAM and PHOTFNU introduces a numerical factor of 1033 which arises from the
definition of 1 Jansky and the conversion from erg to W (1W = 107 erg).

The best values for the count-to-flux calibration, filter pivot wavelength and resulting flux
in Jansky for 1 count per second are given in Tab. 2.3.

The throughput information is accurate to 2% if the most recent values are employed.
The flux calibration is done by dividing the data frames by the exposure time (to give a count
rate) and multiplying by the respective value of PHOTFNU.

With this calibration, the background uncertainty parameters (Sect.A.3.4) scale to the
following values: the background scatter in the summed U and R-band images are 0.35 nJy
and 0.14 nJy, respectively. The residual background levels are 0.07 nJy and 0.01 nJy per
pixel, respectively.
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Figure 2.6: The jet in red light (620 nm) after background subtraction. Logarithmic grey-levels run from
0 to 0.04µJy/pixel, 0.′′08 effective beam size, 0.′′045 pixel size. The quasar core lies 10′′ to the northeast
from A. The labelling of the jet features as introduced by Lelièvre et al. [52] and extended by Röser &
Meisenheimer [87], together with the hot spot nomenclature from Flatters & Conway [27] is also shown.
Note that the labelling used by Bahcall et al. [4] is slightly different.

2.2.3 Maps of the optical brightness

The calibrated images are presented in Figs. 2.6 and 2.7. The morphology of the jet is identical
in both images and appears rather similar to the morphology in high-resolution radio maps
[4, 17]. The exception to this is the radio hot spot, being the dominant part in the radio
but fairly faint at high frequencies (a detailed comparison follows in Sect. 3.2). Our images
show structural details of the optical jet which were not discernible on earlier, shallower
and undersampled HST WF images of 0.′′1 pixel size [4]. Based on our new maps, the term
“knots” seems inappropriate for the brightness enhancements inside the jet, as these regions
are resolved into filaments. The higher resolution necessitates a new nomenclature for the jet
features (Fig. 2.6). For consistency with earlier work [27, 52, 87], our nomenclature is partly
at variance with that introduced by Bahcall et al. [4].

The jet is extremely well collimated – region A has an extent (width at half the maximum
intensity) of no more than 0.′′8 perpendicular to the average jet position angle of ∼ 222◦

(opening angle <∼ 5◦). Even H3 is only 1′′ wide along the longest axis (opening angle ≈ 2.5◦).
The optical jet appears to narrow towards the hot spot, in the transition from H3 to H2.

Region A is now seen to extend further towards the core than previously known. It may be
noteworthy that Lelièvre et al. [52] reported the detection of an extension of knot A towards
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Figure 2.7: The jet in UV light (300 nm) after background subtraction. Logarithmic grey-levels run
from 0 to 0.014µJy/pixel, 0.′′06 effective beam size, 0.′′045 pixel size.

Figure 2.8: After modelling the background near the quasar and smoothing the 620 nm image to 0.′′25,
the faint inner 10′′ of the optical jet can be made out.

the quasar, whose existence at the reported flux level was not, however, confirmed by later
work.

When considering a smoothed version of the summed WFPC2 image, a faint continuation
of the optical jet can be made out (Fig. 2.8). Bahcall et al. [4] also reported a tentative
detection of this inner jet. In order to establish a reliable detection, we have obtained deep
optical images of the jet with the FORS1 instrument at the ESO Very Large Telescope (VLT).
For these data, the accurate modelling and subtraction of the background due to the quasar
PSF (with a seeing-limited FWHM of around 0.′′7) turned out more difficult than anticipated
and results will be reported elsewhere.
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The criss-cross pattern visible in regions C1 and C2, and less clearly in B1-2 and D1, is
reminiscent of a helical structure, possibly double [4], but could also be explained by oblique
double shocks [31, e. g.].

The jet has three “extensions” (Fig. 2.6), none of which has been detected at radio wave-
lengths. The morphology of the outer extension supports the classification as a galaxy based
on its colours made by Röser & Meisenheimer [87]. The nature of the other two extensions,
however, remains unknown even with these deeper, higher resolution images. The northern
inner extension was already resolved into two knots (In1, In2) on a Faint Object Camera
image [102]. The two knots are extended sources and clearly connected to each other. The
southern extension is featureless and an extended source.

Comparing the direct images, we can immediately estimate that the jet’s colour slowly
turns redder outwards from region A. The similarity of the jet images in both filters shows
that there are no abrupt colour changes within the jet. A comparison of these images with
those at other wavelengths is deferred to Sect. 3.2. A quantitative assessment of the jet’s
colour will be done through resolution-matched spectral index maps in Sect. 3.5.2.

2.2.4 NICMOS data

Like optical CCDs, today’s near-infrared detectors make use of the photoelectric effect for
the detection of light. The semiconductor material used in the NICMOS3 detector employed
in the NICMOS camera is mercury cadmium telluride (HgCdTe), which has a band gap
suitable for the detection of near-infrared photons. Unlike a conventional CCD, in which
the accumulated charge is transferred out of the detector array for read-out, the NICMOS3
detector can be read out non-destructively. Apart from this, an IR detector has a bias level,
dark current and readout noise just like an optical CCD, with analogous reduction steps. To
keep the detector from detecting itself, it is cooled to liquid-helium temperatures.

Because of thermal emission from the sky (for the HST this is the solar-system dust emit-
ting the zodiacal light) and the telescope itself, the background levels for IR observations are
much higher than those for optical wavelengths. Ground-based telescopes suffer from still
higher background levels than the HST: Firstly because the atmosphere is a much warmer
emitter than zodiacal light, and secondly because of telluric absorption and emission (“air-
glow”, mainly from from OH− and O2). The ground-based near-IR filter bands J,H, K at
1.2, 1.6 and 2.2 µm are designed to lie between the telluric features, but cannot avoid some
of the numerous airglow lines. The present observations were carried out at a wavelength
of λ ≈ 1.6µm, at which the total background due to both sky and telescope is at a mini-
mum for the HST [11]. They therefore constitute the deepest near-infrared exposure of any
extragalactic jet so far.

Description of NICMOS data

Because of the possibility of non-destructive readout, reset and read out are two separate and
independent operations for the NICMOS detector. While the reset clears all accumulated
charge from the detector, it leaves the array at an uncertain bias level. The array is therefore
read out immediately after the reset to obtain the so-called zeroth read, which is subtracted
from subsequent reads to obtain the true signal. This means that the readout noise enters
into each NIR image at least twice.

The total exposure time was split over three HST visits with 10 exposures each. Because



2.2. DATA REDUCTION AND CALIBRATION 21

the field of view is not much larger than required to image the quasar and jet simultaneously,
there is one short image of the QSO at the beginning of each visit. Each individual visit
comprises five pairs of jet exposures, each pair placing the jet on a different part of the
detector. One of the exposures per pair has exposure time 1024 s, the other 1280 s. There are
additional interspersed sky exposures of 256 s.

Following a recommendation from STScI, the present images were taken in the so-called
MULTIACCUM mode, with readouts 0, 0.3, 0.6 s after the reset, and then every 256 s. Using
this exposure mode, it is in principle possible to obtain the count rate for each pixel by fitting
the relation between observed counts and observing time. Cosmic ray rejection should also be
facilitated, because a cosmic ray hit can be identified as discontinuity in the observed relation.
However, with the exposure times and time step chosen, each data set consists of only 4 or 5
independent data points (there is hardly any signal in the first, very short readouts), so that
full advantage of the MULTIACCUM capability was not taken.

A pipeline software CALNICA, provided by STScI, exists to carry out the reduction of all
NICMOS data. This pipeline performs the following steps for the present data:

• correction of the zeroth read for detectable signal (above 5σ) incurred in the 0.2 s elaps-
ing between reset and read operation for each pixel

• subtraction of the zeroth read from each subsequent read

• subtraction of an appropriate dark image from each read

• correction of detector non-linearity according to an empirical cubic relation

• correction of “bars” — small, noiseless bias changes in a pair of rows (one elevated, one
lowered), replicated in all four quadrants

• flat-field correction

• linear fit to relation of counts vs. observing time, rejection of cosmic rays as outliers
from the relation

A number of more or less subtle error sources which are not accounted for by this procedure
meant the pipeline reduction was inappropriate for the present data. This necessitated the
use of a tailor-made reduction procedure, whose outline follows the pipeline method. After
a consideration of these error sources, we will turn to a description of the steps finally taken
for the reduction of the NIC2 data.

Error sources for HST NICMOS

The main error source identified for our data is a spatial and temporal variation of the bias
level. The true bias for each readout has three components [74]:

1. “normal” bias introduced at reset (different for each reset),

2. “shading”, a readout bias which is variable with the time since last readout and the
temperature,

3. and “pedestal”, a random change of the overall bias level per quadrant.
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Figure 2.9: Example of the pedestal effect in NICMOS images. The background level differs clearly
from quadrant to quadrant, and the flat-field imprint is visible.

The first component is taken care of by the usual zeroth read correction. The “shading”
means that in fact the readout bias varies over each quadrant, leading to a bias structure in
each readout, while the overall level depends on the time since the last readout. In addition
to this temporal bias variation, there is a temperature dependence, which may introduce an
additional variation of the bias level from readout to readout. The variation of the shading
from one read to the next is probably the cause of the third effect, the pedestal, which appears
in the data as offset between the quadrants of one image (see Fig. 2.9).

The joint effect of the bias variations is that the pipeline calibration does not remove
the true bias. Since the bias is additive and not subject to the sensitivity variations which
are removed by flat-fielding, the pipeline-calibrated image contains an imprint of the flat-
field structure: assume a total raw signal I(x, y) was detected on the pixel with coordinates
(x, y). This signal consists of the signal from the sky, S(x, y), modulated by the sensitivity
pattern f(x, y), and the bias B(x, y), which does not modulate with the flat-field. A wrong
bias subtraction leaves a residual bias ∆B(x, y). After correction with the flat-field pattern
f−1(x, y), which is the inverse of the sensitivity and assumed to be known, the calibrated
signal C(x, y) is

C(x, y) = f−1(x, y) (f(x, y)S(x, y) + ∆B(x, y))
= S(x, y) + f−1(x, y)∆B(x, y),

so that the resulting image contains an imprint of the flat-field pattern, while the sky signal
has been adequately corrected. As the sensitivity variations are rather large for NICMOS
(factor of 5 at 0.8µm, decreasing to near unity at 5µm; cf. Fig. 2.10), the residual signal
contained in the flat-field imprint is considerable. In addition, “pedestal” offsets between
the detector quadrants remain. The offsets could in principle be removed a posteriori, by
estimating a constant pedestal level per quadrant and equalising the quadrants, e. g. It is
desirable, however, to correct the bias to the best available knowledge before flat-fielding,
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Figure 2.10: NIC2 flat-field frame. Oversensitive pixels appear dark, undersensitive pixels bright. Bright
specks are “grot”, pixels with drastically reduced sensitivity.

thus minimising the flat-field imprint, and before the estimation of count rates from the slope
of the counts-vs.-time relation. One readout with a wrong bias level in the four or five reads
per image may well lead to a systematically wrong slope, thus necessitating a multiplicative
correction rather than an additive one.

A number of correction algorithms for this effect are publicly available. Their essence is to
assume that the true signal should accumulate linearly with time, or that the true background
is flat, and subtract a constant times the flat-field image from the calibrated data to optimise
the result according to the chosen criterion. All of the available algorithms failed to remove
both the offsets between quadrants and the flat-field imprint.

As the variation of bias level with temperature is systematic and reproducible, the NIC-
MOS group have provided a tool to generate temperature-dependent dark files, with a bias
appropriate for the readout temperature [75]. Using a temperature-dependent dark accurate
to 0.05 K should significantly alleviate the bias problems. However, even using separate darks
for each readout to 0.01K did not improve the quality of the reduced images.

In addition to the bias variations, column number 128 is known to be a “bad column”
with a bad bias level and elevated noise. A number of small patches of few pixels with
reduced sensitivity is known as “grot”. Finally, the sensitivity of the NICMOS pixels is
wavelength-dependent, in the sense that oversensitive pixels are less sensitive toward longer
wavelengths, while undersensitive pixels have sensitivity increasing with wavelength. This
colour dependence of the flat-field means that the calibration flat-field taken with an internal
lamp may not be appropriate for the sky or object. The effect of the colour dependence for
the sky background is most severe at wavelengths above 1.8µm [74]. Its effect is difficult to
disentangle from the flat-field imprint left by the bias problems.

To remove these effects, in particular to remove the bias offsets between the quadrants, a
completely different reduction procedure was implemented.
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Reduction steps taken

In order to remove the calibration errors, some assumptions had to be made about the data
and calibration errors, to constrain the number of free parameters. In particular, we assumed
that

• the internal lamp flat-field is correct,

• the true sky is flat,

• the dependence of the bias level on the time since the last readout is identical for all
images,

• and any further bias variation between readouts is constant within each quadrant of
every readout.

We assume that the flat-field is correct because of the lack of information of what the true
flat-field otherwise would be. The sky exposures which have been taken are short compared
to the science exposures and hence noisy, and of course suffer from the same bias uncertainties
as the object exposures. They provide therefore no further information. The assumptions
about the bias have to be made to allow any correction at all.

The reduction algorithm’s essence is the joint estimation of all background signals (dark
current, sky signal, bias) after filtering the object (and cosmic ray) signal out of the frames.
This is possible because the exposures were taken at 15 different pointings. Hence the object
moves around the detector, while the background remains unchanging. Each readout has a
different bias. All readouts are therefore grouped into image cubes of readouts with identical
exposure time. For each detector pixel, the background signal is estimated as the lower
quartile value of the distribution of pixel values across the readouts (30 with exposure times
up to 1024 s, 15 with exposure time 1280 s). The lower quartile value is chosen rather than the
median to be sure to exclude object and cosmic-ray signal (see Fig. 2.11). The background
value is subtracted from the pixel in each readout.

This step has removed the dark current, sky background and all bias components which
vary across the detector, but not from readout to readout. To remove the quadrant-to-
quadrant variations, the residual background in each quadrant of every readout is estimated
and subtracted separately. The background estimation is done using the routine MMM within
the IDL graphics package. This initially rejects positive outliers (signal, cosmic rays) from the
pixel value distribution by κ-σ-clipping and uses the mean as sky estimator, or 3×median -
2×mean if the mean is larger than the median.

As a drawback of this approach, the knowledge of the sky and dark signal cannot be used
to estimate the noise associated with these components any more. Instead, the noise will
be estimated in the photometry by considering the scatter of calibrated pixel values. After
the treatment, the images contain only the object counts and cosmic rays. The quadrants
are reassembled into images, and the count rate is estimated and cosmic rays are rejected
using the program fullfitbam [59], which is derived from that used by the pipeline software
CALNICA.

Since the cosmic ray rejection by fullfitbam is not perfect, a cosmic-ray rejection using
COSMIC/MEDIAN (as for the optical data) is performed. For this step, all known bad pixels
(including column 128 and the “grot” mentioned above) and negative outliers are flagged so
that they, too, are replaced by the cosmic-ray rejection routine. The resulting images are not
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Figure 2.11: Sample histogram of the pixel value distribution in one read over thirty exposures. The
dashed line shows the lower quartile value chosen as background value for this pixel.

perfectly flat individually, suggesting that there may be a residual problem with the flat-field.
As mentioned above, no attempt is made to correct this.

2.2.5 Maps of near-infrared brightness

Figure 2.12 shows the reduced and summed images. The overall appearance of the jet’s
morphology at 1.6µm is very similar to that at visible wavelengths. The only significant
difference (apart from the second star) is the precursor H1 to the hot spot H2 which is visible
on the infrared image, but not at higher frequencies. The jet is equally well collimated. All
optical extensions are present, the southern extension S here being much weaker than knot
A. In1 is clearly brighter than In2, indicating a marked colour difference between the inner
extension’s two knots.

It is clear from Fig. 2.12 that there is signal from one of the quasar’s diffraction spikes
superposed on the jet emission. In addition, an IR-bright object is located within the jet,
close to the faint star just north of the jet detected on the optical image (Fig. 2.6). Both
represent a contamination of the true jet emission that needs to be modelled and removed.

Removal of the diffraction spike

In 20 of the total of 30 exposures, one of the quasar’s diffraction spikes caused by the spider
holding the secondary mirror passes through the jet image. The signal from this diffraction
spike has to be modelled and removed. In principle, this should be done on each frame
individually, as the structure of the diffraction spikes changes with time because of movements
of the NICMOS cold aperture mask with respect to the telescope aperture [44]. However,
the variations cannot be modelled well, nor is the spike visible with sufficient signal-to-noise
on individual images to allow a straightforward fitting and subtraction. Instead, the spike is
modelled on the sum frame made from the remaining 10 exposures, in which the telescope
has been rotated by 4◦ compared to the previous ones (Fig. 2.12, right). To do the modelling,
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Figure 2.12: Sum of reduced NICMOS images, rotated to approximate the orientation on sky. Left,
spike along the jet. Right, telescope rotated by 4◦, spike clear of the jet

Figure 2.13: Example of NICMOS diffraction spike modelling. Dashed line, diffraction spike image after
subtraction of jet images in Fig. 2.12 from each other. Solid line, polynomial fit in three sections, of degree
four, two, and two, respectively.

the images in Fig. 2.12 are scaled, rotated and subtracted from each other, removing the jet
image and leaving only the spike. The resulting image is rotated so that the spike is along
rows of pixels, and the eight rows corresponding to the spike image are extracted. Each row
is then divided into three sections, each of which is modelled with a polynomial of degree
four, two, and two, respectively, the polynomials’ levels being matched at the boundaries (see
Fig. 2.13 for an example). The resulting diffraction spike model is rotated back to the original
position angle. A scaled version of the model is then subtracted from each individual image.
The result of subtracting the spike model from the “contaminated” sum frame is shown in
Fig. 2.14.

The background subtraction is done on the individual frames, using the same fitting
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Figure 2.14: Result of subtracting the spike model from the “contaminated” frame in Fig. 2.12.

method as for the optical images (cf. Sect. A.3.4). As mentioned above, the NICMOS field-
of-view is much smaller than that of WFPC2, therefore we have to rely on the jitter file
information for image alignment, again tieing together the different visits with the quasar as
reference point.

Removal of the star

Figure 2.15 shows the location of an IR-bright star-like object conspicuous inside the jet.
It is situated just south of the faint star which was already detected on the R-band image
(Fig. 2.6). To assess whether it is a foreground star (of very late spectral type) or a jet feature,
we fit a Gaussian along the row and column intersecting at the object’s brightest point, on
both sum frames (Fig. 2.12). The FWHM fitted on the first and second sum image along the
detector rows is 2.6 and 2.0 pixels, respectively, and along the columns, 2.3 and 1.8 pixels,
respectively, the PSF width being 2.2 pixels.3 This suggests that the object is a star. To
check that the increased IR flux is not correlated with any jet features, in which case it would
be the most interesting part of the IR jet, we compare the IR image with a radio map at
λ3.6 cm (Fig. 2.16). There are no features corresponding to the star on either the total or
polarised intensity radio map. The source is thus most likely a foreground star, and its flux
has to be modelled and remove to avoid a contamination of the synchrotron spectra.

To model the star, all individual images are sampled on a 10× finer grid and summed
up, applying the shifts from the jitter files to each image. This is done once for each set of

3The discrepancies arise because of the shift-and-add procedure and because a Gaussian is a bad approxi-
mation to a diffraction-limited PSF, which is a sinc function.
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Figure 2.15: Location of IR-bright object (star) inside the jet
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Figure 2.16: Comparison of NICMOS image (left) with radio data at λ3.6 cm, showing total intensity
(middle) and polarised intensity (right). The location of the IR star is marked with green cross-hairs. There
are no corresponding features on either radio map.

images with a different rotation angle. The star is fitted on the summed images as a Gaussian,
allowing a sloping plane to account for the flux due to the jet. An appropriately scaled version
of the Gaussian is then subtracted at the star’s location on each frame, to yield the input
frames for the photometry. The total signal removed was 2.0µJy, slightly under 2% of the
jet’s total infrared flux of (129.29± .03) µJy.
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Photometry

The aim of the project is the determination of the synchrotron spectrum over the entire jet.
To this end, beam-matching aperture photometry is performed at a grid of positions covering
the jet, using the MPIAPHOT software. Having completed the data reduction, we consider
the steps necessary to obtain flux measurements, which are performed independently and
individually on each of the detector frames at all wavelengths.

As we will take the ratio of fluxes measured on different exposures, great care has to
be taken to refer all flux measurements to identical positions on the sky. Just how careful
the alignment has to be depends on the accuracy of the required measurement, either direct
flux measurement or here, the ratio of two flux measurements. Any misalignment should not
contribute more than about 5% to the flux error. The analysis of all jet images is only possible
on images whose resolution is matching each other. This final resolution will be 0.′′3, slightly
inferior to that of the data set with the lowest resolution, the 3.6 cm radio data imaged with
0.′′25 resolution (cf. Sect. 2.1.1).

The flux measurements are done using the “weighted summation scheme” [60, 65, 87, 100]
instead of the traditional aperture photometry. Rather than integrating all counts within
a fixed-size aperture and discarding all counts outside it, this scheme places a Gaussian
weighting function at the aperture position, and the weighted counts are summed up. This
corresponds to measuring the flux on an image which is the result of the convolution of the
original image with the Gaussian. This method has the following advantages:

• The width of the weighting function can be chosen to maximise the S/N of a point
source flux measurement on a single exposure. In this case, the weighting functions
should have the same width as the image PSF [100].

• When considering a set of images, the weighting function’s width can be chosen for each
image such that the result is a convolution to the desired common resolution, i. e., the
weighted summation does not require the computation of an explicit convolution.

• The weighting function can be centered anywhere to a fraction of a pixel so that a flux
measurement at an arbitrary position is possible.

• There are no edge effects which occur at the boundary of a fixed-size “top hat” aperture
due to bad sampling of the aperture’s boundary by the image pixels.

A suitable choice of the scaling of the weighting function ensures that the sum of counts
over the weighted aperture obtains the correct flux measurement. The scaling factor can

29
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be chosen to yield the total flux of one given source from a single measurement, provided
the surface brightness profile of the source is known. This is usually only the case for point
sources. Its profile f(x, y) is represented by a Gaussian

f(x, y) =
S

2πσ2
e−

x2+y2

2σ2

of width σ and total flux or brightness S. For this profile, the summation with a weighting
Gaussian with scale factor W is the integral

F =
∫ ∞

∞
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∞
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w

W
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So the choice

W = 1 +

(
σ2

σ2
w

)
(3.3)

makes sure that the weighted sum is indeed the total flux of the point source. For an extended
source, the result corresponds to the flux per Gaussian beam with width given by σ2

eff = σ2
w+σ2

with unit response at the centre, centered at the aperture position, which is identical to the
convention used for radio astronomical maps.

Using this weighting function, the total flux from an extended source can only be calculated
by adding up the contributions from individual apertures if these are placed in a regular grid
covering the entire source. In analogy to radio interferometric images, one obtains an image
of the source at the chosen resolution, and sampled with a pixel size corresponding to the grid
point spacing. To compute the total flux, the flux per beam (determined by the photometry)
is divided by the effective beam area Abeam = πσ2

eff to yield a pixel-by-pixel measure of the
surface brightness of the source, averaged over each aperture. The surface brightness is then
multiplied by the pixel area, given by the grid spacing, and added up over all pixels to yield
the total source brightness. This corresponds to integrating the source’s surface brightness
distribution over the source area.

When a determination of the total flux is not required, but only a comparison of measure-
ments at different wavelengths at a given position in a source, the apertures can be placed
and spaced arbitrarily as only surface brightness ratios matter which remain unchanged by
the weighting procedure.

While only one image per wavelength has been created from the VLA data, there are
30 individual NICMOS frames, 4 from WFPC2 at 620 nm, and 14 from WFPC2 at 300 nm.
The reason for obtaining photometry on the individual frames and averaging the results,
rather than doing photometry on a summed frame, are twofold. Firstly, the information
about the scatter of photometry results across the frames is conserved, so this information
can be used to check the error estimate obtained otherwise. Secondly, non-integer pixel
offsets between individual frames and the need to correct for geometric distortion always
necessitate special care to avoid errors from rebinning or interpolating between observed data
points. Since the photometry routine allows placement of apertures at arbitrary positions
with sub-pixel accuracy, incorporating arbitrary offsets including the correction of geometric
distortion is simple, and adding up photometry results is straightforward and free of errors.
The next session discusses the positioning of apertures, making use of the knowledge about
HST telescope offsets summarised in Sect. B.2.
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3.1 Positioning of apertures

For the examination of spatial variations of the synchrotron spectrum, we consider the system-
atic errors on the observed spectrum which may be introduced when combining two images
taken through different filters, or by different instruments and telescopes. The main danger
in a determination of spectral properties lies in a misalignment between the images which
would introduce spurious spectral gradients, the largest error being introduced near steep
flux gradients; referring the flux to different effective beam sizes will lead to wrong spectral
index determinations as well. Following considerations given in Sect.B.1, we deduce that a
5% limit on the flux error due to misalignment requires aligning the images to better than
10% of the effective PSF full width. The 0.′′2–0.′′3 effective resolution aimed for therefore
requires a knowledge of the relative alignment of all images in the data set to better than
20mas. The absolute telescope pointing does not need to be known for this purpose as we
can tie all positions to the quasar core as origin. As shown in Sect.B.1.2, the error in the
PSF determination is negligible when the smoothing Gaussian is much wider than the PSF
(as is the case for the optical and ultraviolet images). A 10% error in the determination of
the PSF width still only leads to a 5% flux error when the smoothing PSF is of the same
width as the intrinsic PSF. By definition, the PSF is a perfect Gaussian for the radio images.
For the HST images, the smallest smoothing occurs for the NICMOS images with resolution
of 0.′′17, which needs a smoothing PSF of

√
0.′′32 − 0.′′172 ≈ 0.′′25. For this smoothing, a 3%

error in the intrinsic PSF full-width produces a 5% flux error. We neglect this error as well
as the effect on the photometry caused by the input PSF not being a Gaussian, as is the case
for the NICMOS images (see Fig. 3.1).

The grid of photometry aperture positions is defined by offsets on sky relative to the quasar
position, in a left-handed coordinate system with y-axis parallel to the North direction at the
quasar. Coordinates in this system then have to be transformed into detector coordinates
for each individual exposure, allowing for the geometric distortion in the case of imaging
data. The image generated from the VLA radio synthesis data is provided as FITS image
and includes information on the projection between sky coordinates and image coordinates.
Positioning the apertures is therefore slightly different for the VLA data, and we will first
consider the placement for the HST data.

We are given the detector position (xQ, yQ) of the quasar on a frame pointed at celestial
coordinate (αQ, δQ). We are also given a position vector relative to the quasar of a desired
aperture in the plane of the sky (XA, YA). What is the pixel position (x′A, y′A) corresponding
to this aperture on a frame pointed at (αA, δA)?

The first step will be the correction of the quasar’s position for geometric distortion,
similarly the last step will be the inverse correction for the derived aperture pixel position.
The intermediate steps involve subtracting the telescope offset from the desired aperture offset
to obtain the offset on chip between quasar and aperture position.

These steps require the following items of information:

1. the position of the quasar image on a reference frame,

2. the offset between the “current frame” and the reference frame (which need not be
distinct frames),

3. the geometric distortion correction.
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Figure 3.1: The surface plot of the observed NICMOS Point Spread Function shows the central peak
and first diffraction ring. Pixel size is 0.′′076.

Before describing in detail the calculations, we consider in turn how the three items above
are obtained.

3.1.1 Measurement of the quasar position

The quasar position is straightforward to obtain. For the WFPC2 images, the position is
determined on the short exposure of each visit/filter, as described above (Sect.B.2.2). For
NICMOS, one short exposure of the quasar has been obtained at the beginning of each of the
three visits. The quasar position is measured on these by the usual CENTER/GAUSS method in
MIDAS. One may be concerned here that fitting a Gaussian is not appropriate to determine the
centroid of a diffraction-limited PSF (a sinc function), of which the NICMOS PSF is quite a
good example (Figure 3.1). To check the accuracy of this centroid measurement, we created
a synthetic NICMOS PSF for the nearest integer pixel position using TinyTIM [46], in order
to obtain the correct field-dependent PSF. We then used a cross-correlation to find the shift
between the observed and the synthetic PSFs. The positions found in this way agree with the
CENTER/GAUSS to better than 0.5 pixels. The measured position is then corrected for detector
distortion as below (Sect. 3.1.3), to obtain the “ideal” pixel position of the quasar image.

3.1.2 Offsets between frames

A detailed discussion of the alignment procedure has been presented previously [41]; details
omitted in the description here can be found in App.B. For the WFPC2 images, offsets
between visits are obtained using point source measurements on the short exposures in each
telescope visit. Information from the “jitter files”, engineering data provided with the obser-
vations, is used to determine offsets within one visit.

Unlike for WFPC2, there are no centroidable point sources on any of the NICMOS jet
frames. We therefore need to rely on the jitter file information to obtain all the offsets. As
discussed in Sect. B.2.2, these provide the telescope pointing in right ascension and declination,
corrected for the location of the respective instrument in the focal plane. The jitter file offsets
are thus given in celestial coordinates. In principle, rotations between the reference frame
and the “current frame” could also be taken into account. Fortunately, the rotations within
one visit are negligibly small, leaving only translations.
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3.1.3 Geometric distortion

The geometric distortion correction is done using the traxy/tranback routines (for the for-
ward/backward correction) from the drizzle package, running under IRAF. This uses the
wavelength-dependent cubic distortion correction for WFPC2 as determined by Trauger et al.
[103], and the quadratic NICMOS coefficients obtained by Cox et al. [19]. The routine converts
“ideal” detector coordinates into physical detector coordinates. For NICMOS, this routine
also includes the effects of the difference in plate scale along the x- and y-direction. This
requires using the geometric mean of the x and y plate scales when calculating offsets on
the detector (see below). Since the plate scale difference is small (< 1%, see Sect. 2.1.3), we
neglect the change in aperture area induced by it and only ensure the correct positioning.

3.1.4 Calculation of HST aperture positions

We are now provided with sufficient information to transform offsets on sky relative to the
quasar to any of the observed frames. The geometric distortion correction is straightforward,
we therefore only need to consider the calculation of the offset between the quasar pixel
position (xQ, yQ) and the aperture pixel position (x′A, y′A). In principle, the calculation of
arbitrary offsets needs to take into account the effects of projecting the spherical celestial
coordinate system onto the plane system of the telescope’s focal plane and hence the detector.
In particular, at different telescope pointings, the tangent point between celestial sphere and
image plane has shifted. Therefore, the general transformation between different images is
not a linear coordinate transformation. However, we can use some approximations for the
following reasons:

1. 3C 273 is located near the celestial equator, so that the projected coordinate system is
nearly flat,

2. all required shifts and fields of view are small, at most of the order of the jet length of
20′′, so that we may expect to be able to use a single local projected coordinate system,

3. the jitter files provided with HST data provide the telescope pointing not of the tele-
scope’s optical axis, but already corrected for the position of the respective instrument
in the focal plane.

We will therefore make the assumption that the celestial coordinates C ≡ (α, δ) are related
to detector coordinates X ≡ (x, y) by the simple linear transformation

(
∆x
∆y

)
= Σ

(
∆α
∆δ

)
,

Σ being given by

Σ =
1
S

(
−ζ cos θ sin θ

ζ sin θ cos θ

)
, (3.4)

where S is the detector scale in arcseconds/pixel (the geometric mean of the different values
in x- and y-direction for NICMOS, see above), ζ ≡ cos δ0, the cosine of the declination (to
account for the foreshortening of circles of constant declination towards the poles), and θ is
the position angle of the detector’s y-axis, measured in the usual sense (North through East).
The next-order neglected terms are of order 3 parts in 106.
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Figure 3.2: Photometry of the jet in 3C 273 at 0.′′3 effective beam size. Clipped to show only measure-
ments with aperture signal-to-noise ratio > 5. Colour-levels are logarithmic, running from 0 to the peak
flux/beam as given. The offset of 0.′′2 between radio and optical hot spot position can be made out clearly.

The desired aperture offset from the quasar is converted to an offset in celestial coordinates
(α, δ) from which the telescope offset for each frame is subtracted. The result is the offset
between the quasar pixel position (xQ, yQ) and the aperture pixel position (x′A, y′A), only
expressed in celestial coordinates. The pixel offset is then obtained using Eqn. 3.4.
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Figure 3.3: Plot of surface brightness along the jet’s ridge line, i. e., showing the brightest point per
column from Fig. 3.2.

3.1.5 Calculation of VLA aperture positions

All VLA images are made employing a sine projection of the celestial sphere with the quasar
position as tangent point, and in the ”North up, East left” convention. Again using the ap-
proximations above, with similarly small errors of a few parts in 106, the (α, δ) are straight-
forwardly converted to pixel offsets using Eqn. 3.4 with θ = 0.

After the photometry aperture positions have been determined for all individual frames,
we proceed with the photometry as such.

3.2 Jet images at matched resolution of 0.′′3

In order to examine the synchrotron spectrum everywhere in the jet, we use a rectangular
grid of aperture positions. The grid extends along position angle 222.◦2, starting at a radial
distance of r = 12.′′0 from the quasar and extending to r = 23.′′0. Perpendicular to the radius
vector, the grid extends to ±1.′′0. Individual grid points are spaced 0.′′1 apart, yielding a good
sampling of the 0.′′3 effective resolution, so that there are 111 radial grid positions and 21 on
lines perpendicular to the radius vector, i. e., 2331 in total. In order to compare the images
at different wavelengths, the photometry results are reassembled into the images shown in
Fig. 3.2. Figure 3.3 shows the brightness profile along the ridge line, that is, the brightest
pixel per column from the images in Fig. 3.2. Before considering the spectral information
qualitatively, we compare the jet morphology at different wavelengths.
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GREY: Image for  HST R.IMAP.1

Grey scale flux range= 0.000 1.288

CONT: Image for  VLA X.IMAP.1

Peak contour flux =  9.4238E+04         

0.0 0.5 1.0

Figure 3.4: Comparison of optical (grey-scale) and radio (λ3.6 cm, contours) images at common reso-
lution of 0.′′3. Flux values are given in µJy/0.′′3 beam. Contours are logarithmic in

√
2.

Figure 3.5: Colour composite image at 0.′′3 resolution, generated from a radio image (red channel),
near-infrared (green) and optical (blue).

Comparing images at different wavelengths

The comparison of morphological features of the jet at different wavelengths can be done in
a number of ways. The most straightforward one is a simple comparison of the images in
Fig. 3.2. To ease the comparison, one may produce an overlay of a contour plot over a grey-
scale image, such as Fig. 3.4. On the other hand, differences in morphology between different
wavelengths lead to spectral index gradients, so that a spectral index map (considered further
down in Sect. 3.5.2) ultimately reveals morphological differences. As an attempt to compare
the appearance of the jet at more than two wavelengths, one may combine three images by
assigning them to the red, green and blue channels of a single colour image, such as Fig. 3.5.

The direct images (Fig. 3.2) and ridge line tracings (Fig. 3.3) show that the brightness
profile tends to invert from short to long wavelengths: at 300 nm, the jet is brightest at the
inner end, while towards longer wavelengths, the outermost regions are brightest, until finally
at radio wavelengths, the hot spot is the brightest location. The optical/UV jet appears to
terminate entirely there. In contrast to this, the radio and infrared images show an elongated
precursor (H1) to the hot spot H2.

Figure 3.6 shows an overlay of a radio map and the 620 nm image of the radio hot spot
H2. The optical counterpart to the hot spot lies 0.′′2 closer to the core than the radio hot
spot. This offset has been predicted by Meisenheimer & Heavens [63] based on their theory
of hot spot emission [34].

While there is an overall correspondence between radio and optical features in the entire
jet body [4, 17], there is a severe discrepancy in region B1. This is one of those parts in the
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Figure 3.6: Comparison of hotspot position at optical and radio wavelengths. Greyscale shows the
620 nm image at original resolution, contours show the 1.3 cm radio map at 0.′′125 resolution. Coordinates
are relative to the quasar core, using which both images were aligned. The radio hot spot is clearly offset by
0.′′2 from the optical hot spot, while the radio contours closely agree with the optical image in the preceding
region (D2/H3). This offset has been predicted by Meisenheimer & Heavens [63], based on their model of
the hot spot as a cylinder of diameter and height near 2 kpc at an orientation of 45◦ to the line of sight.

jet where its apparently double-stranded nature is most conspicuous. At high frequencies,
the northern strand is considerably brighter than the southern, while on the radio images,
the situation is exactly the opposite. This is also the only location in the jet which may be
classified as truly edge-brightened (cf. Sect. 3.3).

Figure 3.7 shows that there is polarised extended emission south of the jet at radio wave-
lengths, a feature already apparent on the infrared image. This was first identified by Röser
et al. [85] on radio maps and by Neumann et al. [73] on infrared images, who concluded that
this extended emission corresponds to the backflow (material having passed the hot spot and
flowing into the lobe, sometimes also termed cocoon), while the optical jet traces the emission
of the jet channel as such. We expect this difference to be reflected in the spectrum of both
components.

This immediately raises the concern that we observe the jet channel through a layer of
cocoon material, leading to a “contamination” of the channel’s radio emission by the cocoon.
If this contamination is significant, the channel’s radio emission should be corrected for it.
We therefore consider the likely geometrical structure of the jet.

3.3 Inferring the jet volume

For a number of applications, e. g., for the minimum energy considerations later in Sect. 4.3
it is necessary to know the jet volume. We consider what information about the geometry
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Figure 3.7: Comparison of polarisation and morphology. Colorscale image of radio flux at 0.′′24 resolution,
λ3.6 cm, showing total flux (left) and polarised flux (right). Contours show optical flux smoothed to the
same resolution (single WFPC2 image, λ620 nm).

of the emitting volume, and possibly the magnetic field geometry, can be inferred from the
observed brightness distribution (Fig. 3.2).

3.3.1 Geometry

As noted above, the optical jet probably delineates the jet channel as such, while the ra-
dio emission contains contributions from the surrounding material. The geometry of the
jet channel is therefore best constrained by considering the optical morphology. Important
information, in particular about the magnetic field configuration, is also contained in the
polarisation of the jet flux. As no high-resolution optical polarisation maps are available, we
consider the radio polarisation map at 3.6 cm (Fig. 3.7).

In all following considerations, we assume that the magnetic field strength and electron
density are constant along all lines of sight through the jet. As further simplification, beaming
effects are neglected. This is appropriate even in the presence of beaming as long as the
beaming does not change over the jet, which may happen either because the jet velocity
changes (along the jet) or because the flow direction changes due to a complicated flow
pattern (along and transverse to the jet). Assuming the flow is uniform, any relativistic
beaming will be constant over all parts of the jet.

As simplest case, we can assume that the magnetic field is fully tangled, so that the
emission is isotropic. This would be appropriate for a turbulent flow. Changes in surface
brightness are then simply due to changes in the path length through the source. The simplest
jet-like geometry is that of a cylinder, possibly hollow (a hollow structure has been inferred
for the radio emitting volume in the jet of M87 [77, 83]). Figure 3.8 shows the brightness
profile of hollow cylindrical shells of varying thickness. Any hollow cylinder will always exhibit
edge-brightening. This means that the brightest points lie away from the centre line, as long
as the jet is resolved transversely, which is the case here. Since the jet images do not this
show edge-brightening, with the possible exception of region B1, the jet cannot be a hollow
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Figure 3.8: Brightness profile of hollow cylinders of varying thickness, showing only one half of the
cylinder’s diameter. Profiles are shown for cylindrical shells with outer radius held constant at unity and
(from bottom to top) shell thickness 0.1, 0.2, . . . 0.9, 1.0 outer radii. Unity surface brightness corresponds
to the brightness observed on the axis of a completely filled cylinder. All shells share the same outer profile.
This diagram is also appropriate for cuts through spherical shells, such as planetary nebulae.

cylinder of uniform isotropic emissivity.

For a homogeneous magnetic field in the jet, there is a dependence of the emissivity
on the angle between the line of sight and the magnetic field direction; the origin of this
angular dependence is illuminated by Meisenheimer [61], useful formulae are tabulated in
[51]. Could the observations be explained if there is a homogeneous field geometry, leading to
anisotropic emissivity? Laing [48] has computed brightness profiles for various field geometries
of cylindrical jets. For example, he considers a helical field confined to a cylindrical shell of
thickness much less than the jet radius. Such a configuration will always produce an edge-
brightened appearance. In contrast to the isotropic-emissivity case, which always produces a
profile symmetric about the jet axis, the helical field configuration can lead to an asymmetric
appearance. However, unless the jet lies in the plane of the sky, even the helical field will
always lead to an edge-brightened appearance, assuming the axis of the jet has been identified
correctly and the jet is resolved transversely (cf. Fig. 1 in [48] and Fig. 43 in [61]). The same
geometric effect will apply to any field configuration, so that we can conclude that the emitting
region is not confined to a thin shell at the surface a cylinder (still with the exception of B1).

The true jet volume can therefore be approximated by a filled cylinder, whatever the field
geometry. The small-scale, double-helix-like structure seen on the optical images (Fig. 2.6)
and the 0.′′2 optical spectral index map [42] suggests that the true internal structure of the
jet is more complicated — so complicated that a more accurate model than the simple one
assumed here requires a detailed understanding of the internal structure, composition and flow
parameters governing the fluid dynamics of the jet. Any model with more parameters than a
filled cylinder is not constrained by the available data. In principle, a detailed comparison of
the observed intensity, degree of polarisation and projected magnetic field direction with the
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Figure 3.9: Sample isophote on an optical (λ600 nm, top) and radio (λ1.3 cm, bottom) jet image.

predictions by Laing [48] should yield some insight into the field geometry. This is, however,
beyond the scope of the present work, as is an attempt to infer the internal structure of
the jet. (A comparison of the optical (unpolarised) flux and the radio polarisation (Fig. 3.7)
suggests that parts of the optical jet are edge-brightened in polarised radio flux, but regions
A and D1 are clearly centre-brightened with a good correspondence between optical flux and
polarised radio flux.)

Therefore, we will assume for simplicity that the jet is a filled cylinder extending along
position angle 222.◦2 whenever a value of the jet volume is required.

3.3.2 Width of the jet

Having chosen a model for the geometry of the jet, we need to determine the parameter
describing the model, namely its radius, to infer the jet volume. In principle, the model
parameter could be obtained by a fitting procedure using the observed brightness distribu-
tions. But since the assumed cylinder model is so simple, it appears sufficient to estimate the
cylinder’s radius from the direct images. However, this estimate is not as accurate as may be
assumed. To illustrate the pitfalls of “straightforward” width estimations, we consider ways
to determine the width of a jet without fitting a model.

When considering the isophotal width, the jet appears of constant width at high frequen-
cies, but widens considerably at radio frequencies (Figures 3.9 and 3.10). However, the radio
jet’s brightness increases considerably outwards (Fig. 3.3), while the optical jet’s brightness
is approximately constant or even decreasing. A widening of the isophotes will already be
caused by the brightness increase alone if the jet is not well resolved, as a larger part of
the PSF wings is visible above the background noise. To disentangle this confusion between
rising central brightness and actual widening caused by the finite resolution without doing an
explicit deconvolution, one may define a dimensionless width parameter wiso. wiso is the ratio
of the measured isophotal width to the width a Gaussian with the observed central brightness
would have at that level. The isophotal width is determined column by column, and “central
brightness” here refers to the maximum brightness along that column. In effect, wiso is a
measure of how resolved the jet is transversely, with wiso = 1 corresponding to the jet being
unresolved. A similar width parameter wFWHM may be defined as the ratio of the observed
width at half the maximum brightness along the column to the resolution FWHM. Figure 3.10
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Figure 3.10: Comparison of different criteria for jet width. Black, width determined on optical image
(the apparent widening between D1 and D2 is due to the star north of the jet; features beyond r = 21.′′5
are due to the galaxy (“outer extension”) and do not belong to the jet); red, width determined on radio
map (the gap and jump at r = 17.′′6 is due to the narrow feature of the isophote extending to the south of
the jet). Bottom, isophotal widths for the isophotes shown in Fig. 3.9. Top, dimensionless isophotal width
wiso for these isophotes (solid lines, see text) and ratio wFWHM of width at half maximum brightness to
resolution FWHM (dashed lines).

compares the two parameters. It turns out that for the optical jet, both dimensionless width
parameters agree rather well, the exception being those regions affected by the presence of
the southern extension S at radii 12′′–13′′ and the star near 19.′′25. At the resolution of 0.′′3,
both wiso and wFWHM for the radio jet are always larger than the corresponding values for
the optical jet, despite the radio jet’s narrow isophotal width. The narrow appearance at
this resolution is thus only due to the its low surface brightness. It appears that region A
(r ≈ 13′′) is in fact unresolved transversely even on the highest-resolution radio maps, while
it is surrounded by diffuse emission on the red-band image.

One might hope to determine the true extent of the jet on the images or radio maps with
the highest available resolution. While this is possible on the HST images for the entire jet,
the resolution of ≈ 0.′′1 for the optical and ≈ 0.′′2 for the infrared is not reached with sufficient
signal-to-noise for most part of the jet by the VLA. Therefore, the current radio data do not
permit a comparison of the jet width at the resolution reached by HST.

Since the width of the optical jet can be determined very well, this is used as value for the
width of the jet channel, which is thus described as a cylinder of constant radius 0.′′7/2 = 0.′′35
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Figure 3.11: Comparison of jet width at different wavelengths. The width is determined column by
column on the images in Fig. 3.2 as the full width at half the maximum intensity along the column. Bottom
panel shows optical flux profile (maximum intensity) for reference. Middle panel shows width at λ300 nm
(short dash), λ620 nm (solid) and λ1.6 µm (long dash). Upper panel shows again the optical width (solid)
for reference and width at λ1.3 cm (dotted), λ2.0 cm (dot-short dash) and λ3.6 cm (dot-long dash).

for regions A1–D2/H3 (r = 12′′–21′′). This width agrees with the hot spot diameter given
by Meisenheimer et al. [68], so to lowest order, we can extend the cylindrical model to cover
the entire jet out to the hot spot precursor H1. Since the morphology of the backflow is even
more difficult to infer from the much fainter backflow emission, and since the object of study
is the jet channel, we will not consider it in as much detail as the jet itself. However, to
assess any likely contribution of the backflow emission to the flux observed from the jet, the
radio emission surrounding the optical jet channel is described as cylindrical shell with inner
radius 0.′′35 (enclosing the optical jet channel without a gap) and outer radius 0.′′8, close to
the isophotal width of the radio jet there and roughly twice that of the optical jet (Figs. 3.10
and 3.11).

To avoid the use of another approximation, the volume belonging to each photometry
aperture (or pixel in Fig. 3.2), i. e., the effective jet volume sampled by each photometry
aperture, is calculated by explicitly convolving the model assumed for the jet (filled cylinder
of radius 0.′′35) with the observing beam of 0.′′3 FWHM at the location of each aperture,
assuming that the symmetry axis of the cylinder lies along the radius vector at position angle
222.◦2. These obtained values are tabulated in Tab. 3.1. The effect of the inclination of the
jet to the line of sight will be discussed below in Sect. 4.3.2.



3.4. JET MORPHOLOGY: SUMMARY 43

δy Jet volume Backflow volume
′′ (h−1

70 kpc)3 (h−1
70 kpc)3

0.0 1.3 1.8
0.1 1.2 1.9
0.2 .98 2.0
0.3 .62 2.3
0.4 .28 2.4
0.5 .084 2.3
0.6 .015 1.9
0.7 .0016 1.3
0.8 .0001 .71
0.9 .00003 .26
1.0 .0000007 .06

Table 3.1: Effective volume of the jet sampled by photometry apertures at distance δy from the symmetry
axis of the model. Jet volume, contribution from the jet channel visible in the optical, assumed as filled
cylinder. Backflow volume, contribution from the backflow, modelled as hollow cylinder wrapped around
the jet channel. These values assume a fully side-on view.

3.3.3 “Backflow” material

Using Tab. 3.1, we can now also estimate the contribution of the backflow material along
the line of sight to the central part of the jet. The effective volume contributed by the
backflow volume is much larger than that of the jet channel. Therefore, the backflow’s volume
emissivity must have no more than about 1% of the jet’s volume emissivity. Otherwise, the
backflow emission would completely dominate the jet emission and the profile would not
appear centrally peaked, or fall off more slowly than observed. In the central part of the
jet, the backflow will then also contribute only about 1% of the jet emission. The same
constraint from the observed brightness profile implies that the contribution of the backflow
to the central jet flux cannot be appreciable even if the true width of the backflow is different
from the assumed 0.′′8.

3.4 Jet morphology: summary

In summary, the jet appears very similar morphologically at all wavelengths, with discrepan-
cies in three regions (Fig. 3.2):

1. In B1, there is a bright optical filament arching to the north, while the radio emission
is arching to the south.

2. The precursor to the radio hot spot is clearly detected in the infrared, but not at optical
or UV wavelengths.

3. There is a “backflow” component south of the jet, detected in the radio and infrared [73]
but not at optical wavelengths. The backflow component has a much lower emissivity
than the jet material even at long wavelengths and therefore does not make a significant
contribution to the central surface brightness of the jet at any wavelength.
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4. There is an offset of 0.′′2 between the optical and radio peak of the hot spot (Fig. 3.6).
This feature was predicted by Meisenheimer & Heavens [63], based on their model of
the hot spot as a cylinder of diameter and height near 2 kpc at an orientation of 45◦to
the line of sight.

3.5 Spectral indices

To describe the observed spectra quantitatively, we construct spectral index maps from the
observed brightness distributions.

3.5.1 Definition of spectral index

Independently of whether a spectrum actually does follow a power law over any range of
frequencies, a local two-point spectral index can be defined between any two surface brightness
measurements B1, B2 at frequencies ν1 and ν2, respectively, as

α =
ln B1

B2

ln ν1
ν2

. (3.5)

The error on the spectral index is computed from the values of the noise σ1, σ2 in the
respective input images:

σα =
1

| ln ν1
ν2
|

√
σ2

1

B2
1

+
σ2

2

B2
2

. (3.6)

This formula shows that the spectral index error depends on the S/N of the input images
and the “baseline” between the wavelengths at which the observations are made and a given
relative flux error results in the same relative spectral index error. We compute the pairwise
spectral indices between maps neighbouring in frequency space.

3.5.2 Spectral index maps

A detailed discussion of the optical spectral index map at 0.′′2 resolution has been presented
elsewhere [41, 42]. Figure 3.12 shows the spectral index maps generated from the jet pho-
tometry at 0.′′3 resolution. We describe in turn the features of the maps.

Optical spectral index

The optical spectral index declines globally outwards from −0.5 near the onset of the optical
jet at A to −1.6 in D2/H3. This trend does not continue into the hot spot. The general
steepening is in agreement with previous determinations of the knots’ synchrotron spectrum
which showed a decline of the cutoff frequency outwards [64, 89]. The global run of the
optical spectral index αBRI determined at 1.′′3 resolution [87] agrees very well with our new
determination of αopt at much higher resolution (Fig. 3.13). Discrepancies arise in region A
(13′′) and C2/D1 (18′′–19′′); we defer a discussion to Sect. 5.2.

The spectral index varies very smoothly and gradually along the jet, without any sharp
jumps. These smooth variations of the show that the physical conditions in the jet change
remarkably smoothly over scales of many kpc. There are large but smooth variations of
the spectral index over the jet’s projected extent of about 10′′, while the surface brightness
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A B1 B2/3 D1C1 C2 H2 H1D2/H3

a)
−2. . . 0
300 nm
620 nm

b)
−2.5. . .
. . .−0.4
620 nm
1.6 µm

c)
−1.35. . .
. . .−0.8
1.6 µm
1.3 cm

d)
−2. . . 0
1.3 cm
2.0 cm

e)
−2. . . 0
2.0 cm
3.6 cm

radius/′′

Figure 3.12: Spectral index maps at 0.′′3 resolution generated from the photometry data in Fig. 3.2.
Images are combined pairwise in order of increasing wavelength. Linear colour scales (shown above the
respective images) have been chosen to stress variations within one map.
a, optical spectral index (range: −2. . . 0)
b, optical-infrared (−2.5. . .−0.4)
c, infrared-radio (−1.35. . .−0.8)
d, radio λ1.3 cm-λ2.0 cm (−2. . . 0)
e, radio λ2.0 cm-λ3.6 cm (−2. . . 0)
The variations of both radio spectral indices are mainly due to low signal-to-noise and the associated
imaging uncertainties for the inner part of the jet (cf. Fig. 3.14 below).
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Figure 3.13: Comparison of high-frequency spectral indices with previous observations at 1.′′3 resolution.
Top, comparison of optical spectral index αBRI at 1.′′3 resolution from Röser & Meisenheimer [87] with
optical-UV spectral index αopt at 0.′′3 from this work (error bars are similar for αBRI and αopt). Below,
comparison of infrared-optical spectral index αKO from Neumann et al. [73] and αopt

IR from this work (only
every tenth error bar shown).

remains fairly constant. Conversely, there are large local variations of surface brightness
without strong changes in the spectral index. Thus, we do not find the strict correlation
between optical surface brightness and optical-ultraviolet spectral index that has been found
in the jet in M87 [64, 82].

Considering the spectral index changes from knot to knot, there is a marginally significant
flattening of the spectrum in the transitions A-B1, B1-B2, C1-C2, and moving out of C2.
From the strong losses leading to the observed high synchrotron luminosity a corresponding
steepening of the optical spectral index is expected. In contrast to the expectation, the
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behaviour of αopt is consistent with the absence of losses. In any case, the overall steepening
of the spectrum (from region A down do D2/H3) is less rapid than that within individual
regions (e. g., A and B2). There is no significant steepening from D1 out to the connection
between H3 and H2, despite large variations in surface brightness.

The criss-cross morphology in C1, C2, B1, B2 and D1 (cf. Sect. 2.2.3) is reflected on a
spectral index map at 0.′′2 resolution [42] as a band of one colour crossing a second one. This
is most clearly seen in knot C1 which has a green band of α ≈ −1.1 across an orange region
of α ≈ −1.4, supporting the interpretation of two emission regions appearing on top of each
other. Such features indicate that the simple cylindrical model for the optical jet assumed
here will need to be modified in studies making use of the full resolution of below 0.′′1 available
at optical wavelengths with the Hubble Space Telescope.

Optical-infrared spectral index

There is an excellent correspondence of the optical-infrared spectral index αopt
IR with the

spectral index αKO between 2.1µm and the optical as determined by Neumann et al. [73]
at 1.′′3 resolution (Fig. 3.13). The overall run along the jet is a steepening with increasing
distance from the quasar, similar to the optical spectral index. However, transverse to the
jet, the optical-infrared spectral index map has a divided appearance (Fig. 3.12 b): the inner
part, out to D2 at r ≈ 19′′, shows a strong spectral index gradient α ≈ −.4. . .−1.6 across the
jet. In contrast, the outer part appears symmetric about the jet axis.

Unlike for the optical spectral index, there is a correlation between the optical-infrared
αopt

IR and the jet’s surface brightness, in the sense that brighter regions show a flatter spectrum
(|αopt

IR | smaller, see Fig. 3.13). This correlation is most clearly visible on the spectral index
map for the outer end of the jet. The bright regions D2/H3 together with the hot spot
H2 appear as an island of αopt

IR ≈ −1.6 surrounded by regions with steeper spectrum. The
correlation between local maxima in surface brightness and αopt

IR is also present in the inner
part of the jet, although the spectral index maxima are displaced from the brightness peaks
due to the transverse spectral index gradient.

This spectral index gradient is suggestive of a misalignment between the optical and
infrared images, e. g., a rotation between the two about a point close to D2/H3. It could also
have been caused by an overestimation of the diffraction spike signal which has been modelled
and subtracted (see Sect. 2.2.5). Since Neumann et al. [73] did not detect a significant change
of the infrared-optical spectral index transversely to the jet at 1.′′3, and although the alignment
procedures described above (Sect. 3.1) should have ensured that such an error should not have
occurred, we reconsidered this possibility to avoid the introduction of spurious gradients.

After a detailed investigation (for particulars, see App.C), we concluded that the misalign-
ment necessary to produce such a gradient was far greater than compatible with the alignment
precision established previously. Neither can the gradient firmly be linked to the diffraction
spike subtraction or any obviously detectable misalignment. The gradient is qualitatively
consistent with being caused by the detection of the steep-spectrum backflow component
south-east of the jet also at 1.6µm, which had been detected at 2.1µm by Neumann et al.
[73], although the backflow component would be expected to make a significant contribution
only at the outer end of the jet (see Sect. 5.2 for a detailed discussion of a possible “backflow”
contribution; cf. also Sect. 3.3.3). In the absence of better knowledge, we rely on the data
with the offsets established to the best of our knowledge. The clarification of this matter has
to await new observational data.
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Infrared-radio spectral index

The infrared-radio spectral index is nearly constant at αIR
radio ≈ −0.9 along the centre of

the optical jet, with some indication of flattening in optically bright regions. It steepens
markedly to ≈ −1.2 away from the centre line. These features are identical to those identified
by Neumann et al. [73] on a spectral index map at 1.′′3 resolution generated from observations
at 73 cm and 2.1µm. There is no spectral index feature easily identified with the hot spot, as
is the case on the radio spectral index map. On the other hand, the precursor is identifiable
as region with slightly flatter infrared-radio spectral index.

The bright star to the north of the jet stands out as a fleck with flatter spectral index
than its surroundings; the second star, which has been modelled and subtracted (Sect. 2.2.5),
is not equally conspicuous, suggesting that the modelling and subtraction have been accurate.

Radio spectral indices

The two radio spectral indices behave erratically out to a radius of about 19′′. These variations
are not significant: the radio jet is detected at low signal-to-noise ratio at the inner end, and
the deconvolution involved in the reconstruction of the brightness distribution on the sky
from the observed interferometric data is only accurate (in the sense of achieving an image
representing the true brightness distribution) for high signal-to-noise. For the outer part of
the jet, the radio spectral index maps show a steepening of the hot spot spectrum compared
to the remainder of the jet. The run of the spectral index between 6 cm and 3.6 cm, for which
only lower-resolution data at 0.′′5 are available, agrees with the spectral index run determined
at the wavelengths considered here.

3.5.3 Characterisation of spectra along the jet

Figure 3.14 shows the run of spectral indices along the radius vector at position angle 222.◦2.
Using this figure as a guide, we consider the shape of the synchrotron spectra encountered at
0.′′3 resolution.

Any synchrotron spectrum arising from a single electron population and whose shape is
dominated by losses always has a convex shape, so that higher-frequency spectral indices
are steeper than those at lower frequencies. In contrast to this expectation, the observed
spectrum shows regions in which the optical spectral index is flatter than the infrared-optical
(e. g., regions C2 to D2/H3, from r ≈ 18′′ to r ≈ 20′′ in Fig. 3.14). In A (r ≈ 13′′) and B2
(r ≈ 15′′), both these spectral indices are flatter than the radio-infrared spectral index, which
is also surprising.

In spite of these difficulties, we attempt to find a common way of characterising the spectra
everywhere in the jet, assuming that the spectra can be described as due to a single electron
population. It is important to assess how far this simple assumption is consistent with the
data, and for which parts of the jet. The derivations from the assumed simple picture will
then be a guide to more refined models and testable predictions. Because of the small number
of data points (N = 6), any model for the spectra will have a small number of degrees of
freedom. The best-fit parameters of the model spectrum are therefore not all interpreted
with the usual meaning of a measurement of physical parameters, but instead mainly as a
description of the observational data.

We consider different descriptions of synchrotron spectra, starting with the smallest num-
ber of degrees of freedom.
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Figure 3.14: Run of the spectral indices along the jet (cut along radius vector at position angle 222.◦2).
Spectral indices are taken from Fig. 3.12, with the exception of the radio spectral index, which was obtained
by a least-squares straight line fit to the radio data. For reference, the dashed line shows the flux profile
at 600 nm (flux scale 0–2 µJy). Brightness peaks show a clear correlation with peaks of αopt

IR (blue), but
there is no clear correlation with αopt (magenta).
For sake of clarity, only typical 2σ error bars are shown. The radio error bar shows the uncertainty arising
from the conservative 10% error accounting for the uncertainty of the radio flux scale as well as the
inaccuracy associated with the deconvolution process. Assuming sky RMS noise for the radio points makes
these error bars similar to the optical-infrared error bar (blue).

Simple power law

A power law of the form Sν = S(ν0) (ν/ν0)
α describes the spectrum with just two free

parameters, the spectral index α and the flux normalisation S0. For a single, straight power
law to be adequate everywhere, spectral indices at different frequencies need to be equal to
each other within the errors, although they may in principle vary across the source. If at all,
only the spectral indices at the brightness peaks at r = 13′′ (A1) and at 15′′ (B2), in which
no cutoff is detected (see below), may only be consistent with a single power law from radio
to ultraviolet if the errors have been significantly underestimated.

Power law with break

The next simplest description would be a broken power law, introducing a change in spectral
index at some break frequency νb. When describing synchrotron spectra as power laws, the
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inherent assumption is that the electron energy distribution is a power law. The only physical
break in a synchrotron spectrum is then a break from αlow to αhigh by 1/2 [34]. With the
magnitude of the break fixed by synchrotron theory, the only additional free parameter is
the break frequency νb. Slightly larger breaks may be possible by assuming certain source
conditions, for example systematically varying magnetic fields [J. Kirk, priv.comm.].

From Fig. 3.14, it is clear that there is a break significantly larger than 0.5 between the
radio spectral indices of approximately −0.8 to the infrared-optical and optical-UV spectral
indices of below −1.5. A break larger than 0.5 cannot be justified here. Since our aim is to
describe the spectra of the entire jet with a single model whose parameters vary along the
jet, instead of having to assume different models for different parts of the jet, a simple broken
power-law is also inadequate.

Power law with break and cutoff

The next physical extension of a simple model for a synchrotron spectrum is the inclusion
of a high-energy cutoff to the electron energy distribution. Such a cutoff will then lead to a
curved high-energy cutoff in the emitted synchrotron spectrum. It introduces a fourth free
parameter for describing the spectrum, the cutoff frequency νc.

Heavens & Meisenheimer [34] have computed the shape of synchrotron spectra for hot spot
emission. In their model, the hot spot is a localised particle acceleration region, identified
with the Mach disk of the terminal jet shock. At the shock, electrons are accelerated by the
first-order Fermi mechanism to a power-law energy distribution extending up to a maximum
Lorentz factor γmax. This maximum Lorentz factor is that for which acceleration gains during
one cycle are balanced by synchrotron losses. Upon escaping the acceleration region, elec-
trons then travel downstream, now only losing energy by emission of synchrotron radiation.
Since the synchrotron cooling rate is proportional to the particle energy squared (Eqn.D.4),
the maximum energy decreases with increasing distance from the shock, and higher-energy
particles loose a significant fraction of their energy faster than lower-energy particles. If the
downstream region is observed unresolved, the resulting net spectrum is the sum of power
laws with different high-energy cutoffs, resulting in a low-energy power law, a break at which
the spectral index steepens by 0.5, and a high-frequency cutoff corresponding to the cutoff at
the shock. These spectra are described by the simple parameter set just described.

For hot spots, the relevant physical parameters emission volume, downstream electron
diffusion length and hence magnetic field, maximum particle energy are model parameters
and can thus be inferred from the spectrum. Although the same physical model cannot be
applied to the jet itself, the shape of the synchrotron spectrum from the entire jet can also
be described by the same set of parameters as a hot spot spectrum [64, 67, 71, 89]. This
is possible because the jet, like the hot spot, can be envisaged as a loss region into which a
power-law distribution of electrons is fed continuously, and with superposed emission from
electron populations with different cutoff frequencies. We also follow this approach here,
since this model can account for the variations of the spectra along the jet by variations of
the model parameters.

The next step is thus an analysis of the observed flux distribution by fitting synchrotron
cutoff spectra.
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Analysis

4.1 Fitting synchrotron spectra

Synchrotron spectra according to Heavens & Meisenheimer [34] are fitted to the observed flux
per 0.′′3 beam at 3.6 cm, 2 cm, 1.3 cm, 1.6µm, 620 nm and 300 nm. Fits are performed for
those apertures out of the total of 2331 which have a signal-to-noise of at least 5 at 620 nm
or at 2 cm, to include only points with significant flux in at least one of the two wavelength
regions observed. The fits are performed using existing software [61]. In employing fits here
which have been developed to describe hot spot spectra, we make use of the property that
the spectra arising from the hot spots (via an integration over particles at different distances
downstream from a localised acceleration region) are identical to spectra arising from ageing in
a continuous injection model (mixing particles with different ages), appropriate for a jet [34].
However, the parameters of the physical hot spot model cannot be applied when considering
the emission from the jet body. We therefore only use the fits here to extract the parameters
describing the shape of the synchrotron spectrum, and in particular the cutoff frequency νc,
which is one of the four free parameters in the fit:

1. low-frequency spectral index αlow,

2. ratio of cutoff energy to break energy of the electron population =
√

νc/νb; at νb, the
spectrum steepens from αlow to αhigh = αlow + 0.5,

3. observed cutoff frequency νc,

4. flux normalisation.

With four free parameters and six data points, there are only two degrees of freedom
for the fit. However, the only fit parameter that will be directly interpreted is the cutoff
frequency, and this is accurately determined by the three observed high-frequency flux points
where a cutoff is present in the radio-ultraviolet spectrum. Where no such cutoff is observed,
a lower value for the cutoff frequency is obtained.

Figure 4.1 shows an example spectrum. The first two parameters describe the overall
shape of the spectrum, while the last two shift the shape in the log ν− log Sν plane. Actually,
the shape of the spectrum is evaluated by varying the physical parameters of the model
(electron injection index and extent of downstream region) to yield corresponding variations
in the observed spectrum (αlow and νc/νb, respectively). The physical model also takes into

51
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Figure 4.1: Sample synchrotron spectrum, fitted to an observed spectrum from region C1 (r = 16.′′8).
Top, the plot of Sν against log ν shows the observed and fitted surface brightness; below, the plot of νSν

against log ν shows the spectral energy density per frequency decade.

account the orientation of the magnetic field with respect to the line of sight (in this case, fixed
at 45◦[16, 68]). This allows to compute also the polarisation properties of the synchrotron
emission, although this information is not used here. The computation of the spectra is done
by

1. computing the electron distribution with a given injection index and cutoff energy (in
the hot spot picture, arising from a certain distance downstream of the acceleration
region),

2. integrating the contributions with different cutoff energies (different downstream dis-
tances), resulting in an integrated electron energy spectrum with a break and cutoff,

3. convolving with the synchrotron Green’s function to obtain the observed spectrum for
a cell with a given orientation of the magnetic field,

4. averaging the contributions from different cells according to the prescribed magnetic
field, which is described in cylindrical geometry. Here, the magnetic field has only a
toroidal component and the emisison is summed up over the contributions of 360 sectors.

The fit is performed using a χ2 minimisation technique.
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4.2 Fit results

As mentioned above (Sect. 3.5.3), those regions in which the infrared-radio spectral index is
steeper than the optical spectral index are impossible to describe by a single-component elec-
tron spectrum employed here. The discrepancy can be explained by assuming that one of the
two spectral indices reflects the true synchrotron spectrum, while the other is contaminated
by flux not due to the same population as the remainder of the jet.

To assess the likely reason for this discrepancy between the observations and the expecta-
tions from synchrotron theory, we perform two separate fits which differ in the determination
of the cutoff frequency:

• Fit A, in which the steepness of the infrared-optical spectral index is ascribed to an
infrared-bright but optically quiet “backflow” component. The high-frequency cutoff
is determined by the optical and ultra-violet flux points alone, unless the resulting
spectrum overpredicts the observed infrared flux.

• Fit B, in which the discrepancy is ascribed to an additional component only visible at
ultra-violet wavelengths. The high-frequency cutoff is fitted to all observed data points.
The UV residual of this fit is the minimum UV flux that needs to be contributed by a
separate electron population or synchrotron mechanism.

In practice, secondary minima of χ2 cannot be avoided if all parameters are varied simul-
taneously. Therefore, only one of the parameters αlow or νc/νb is fitted, the other being kept
fixed.

Suitable initial values for the parameters are required to optimise convergence of the fit.
Since both the radio spectral index the radio-infrared spectral index are fairly constant from
r = 12′′ to r ≈ 21′′, we can describe the spectra from the entire jet with a low-frequency
spectral index varying similarly little. The radio-infrared spectrum can be described by the
part of the spectrum lying between cutoff and break by choosing αlow approximately 0.5
flatter than the observed radio-infrared spectral index of αopt

IR ≈ −0.9. This enables to fit any
radio spectral index steeper than αlow and leads to a fairly constant break frequency near the
observed radio frequencies. In effect, these fits correspond to spectra in which only the cutoff
frequency varies along the jet, but whose shape is otherwise unchanged.

Thus, using αlow = −0.3 as initial value, a first fit is performed to determine a rough
value for νc/νb. Since we expect a cutoff near 1015 Hz and a break at frequencies near 109 Hz,
we do not expect the ratio νc/νb to lie significantly above 106 where a cutoff is observed,
i. e., at r ≥ 15.′′5. An upper limit of 107 is employed at radii r ≤ 15.′′5, where the observed
infrared-ultraviolet spectrum is flatter than the radio-infrared spectrum.

Using the optimal value for νc/νb from this fit, a small variation of αlow is allowed within
the the interval −0.45 < αlow < −0.35 in Fit A, and −0.45 < αlow < −0.2 in Fit B. νc/νb is
varied a further time to yield the best-fit set of parameters.

In contrast to the remainder of the jet, the hot spot shows an offset between optical
and radio hot spot position (Sect. 3.2) and a change of the radio-infrared spectral index
(Sect. 3.5.2). Therefore, the spectra from the hot spot regions H2 and H1 at radii beyond
r = 21′′ are fitted differently by allowing αlow to vary between −0.8 and −0.3. This fit is
referred to as Fit HS.

To select an appropriate initial value for the cutoff frequency of the fitted spectrum, its
cutoff is matched with the observed highest-frequency points, which are presumed to show
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Figure 4.2: Location of apertures for which spectra are shown in the following.

the cutoff. Where there is no cutoff in the observed spectrum, an artificial high-frequency
data point is introduced to allow the fit to proceed at all. This point is chosen so that it has
a spectral index relative to the observed UV point of −1.2 and is introduced at a frequency
1018 Hz, 1000 times higher than the frequency of UV emission. It is assigned a large error so
that it does not influence the goodness-of-fit. The results obtained for νc for these points are
then only lower limits to the true cutoff frequency.

Because of the wealth of independent data points, we consider the fitted spectra in detail
only at 16 selected locations. Figures 4.3–4.5 show the spectra fitted at the locations indicated
in Fig. 4.2. At the chosen resolution of 0.′′3, the inter-knot regions are fairly well-resolved from
the knots themselves. We therefore show spectra fitted both in the inter-knot regions and at
the brightness peaks.

The series of spectra highlights the development of the spectra along the jet: an increase
in luminosity coupled with a decrease in cutoff frequency. It is seen that the ultra-violet
flux dominates the jet luminosity in regions A, B1 and B2 (12′′ <∼ r <∼ 15.′′5; cf. Fig. 3.3).
Beyond this, the infrared emission dominates the high-frequency energy output. The peak of
the spectral energy density as determined by Fit B moves to longer and longer wavelengths
outward along the jet. The radio emission dominates only at the radio hot spot, at radii
r >∼ 20.′′5. There is no optical or ultraviolet emission detected from the precursor H1 to the
hot spot, so that the cutoff frequency is again an upper limit.

Compared to earlier studies at lower resolution, the contributions from individual knots
are now clearly separated from each other. While previously only knot A showed a spectrum
without a cutoff, it is now seen that there is no cutoff at the brightness peaks in B1 and B2,
either. There is, however, a cutoff in the transition A-B1, between these peaks. The presence
of a cutoff in the southern part of B1 can already be inferred from the fact that it is optically
much fainter (cf. Sect. 3.4). The differences between the spectra fitted at the brightness peaks
and the regions connecting them are nowhere else as drastic.

As noted above, the high-frequency spectral indices in these inner regions are flatter than
the radio and radio-infrared spectral indices, and the high-frequency part of the observed
spectrum is not fitted well by the assumed single-electron population spectrum. The high-
frequency points thus may contain emission contributed from a different electron population
or by a different emission mechanism. These possibilities are discussed in detail in Sect. 5.2,
together with the differences between Fits A and B in further regions of the jet.

The assumed spectral shape permits very good fits to the observations for B3 and C1, with
little difference between Fits A and B. The differences between both fits become significant
for the remainder of the jet, in regions C2 and D (17.′′5 <∼ r <∼ 20.′′5). Fit A, in which the
fitted spectrum does not pass through the near-infrared flux point in these regions, has a
significantly lower luminosity in the range 1011 Hz–1014 Hz than Fit B.
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Figure 4.3: Observed data points with fitted spectra for the points shown in Fig. 4.2. To account for the
observed flattening of the spectrum towards the ultraviolet, Fit A assumes a contamination in the infrared,
so that the cutoff is determined by the optical-ultraviolet spectral index there, while the cutoff in Fit B is
determined by the infrared-optical spectral index. Those spectra which needed the inclusion of an artificial
high-frequency data point to fit a cutoff are labelled “cut”; for these, Fit A and Fit B are identical.
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Figure 4.4: As Fig. 4.3, continued

The synchrotron emission at the cutoff frequency is emitted by those particles with the
largest energy. The maximum particle energy can therefore be computed from the cutoff
frequency through the synchrotron characteristic frequency, the frequency around which most
of the synchrotron emission of an electron of energy γmec

2 in a magnetic field of flux density
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Figure 4.5: As Fig. 4.3, continued

B is emitted:

νc = 4.2× 1015
(

γ

107

)2 (
B sinψ

nT

)
Hz (4.1)

(see Sect.D.1.1). This calculation requires the knowledge of the magnetic field in the source.
In the absence of any other estimate, the magnetic field for the jet can only be estimated

by making use of the minimum-energy assumption. We therefore present the derivation of
the value of the minimum-energy magnetic field for the type of spectra described here.

4.3 Minimum energy estimates for synchrotron sources

A given synchrotron luminosity can be produced by a large number of particles in a weak
magnetic field, or a small number of particles in a strong magnetic field [56, e. g.]. Observa-
tionally, the two cases cannot be discerned. However, the total energy stored in the form of
relativistic particles and magnetic field energy is very large for the extreme cases. Between
them, there is a firm minimum value for the energy density necessary to generate a given syn-
chrotron luminosity. This energy density can be deduced from observations with the help of
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assumptions about the source geometry and the range of frequencies over which synchrotron
emission is emitted.

Pacholczyk [78] presents a clear derivation of the minimum energy density of a synchrotron
source for the assumption of a power-law electron energy distribution in the source (basic facts
from synchrotron theory are recapitulated in Sect.D.1). Since all derivations in the literature
only deal with simple power laws, we consider in detail how to obtain the minimum energy
estimate for the case of an electron energy distribution with a break. In the following, we will
present a summary of the derivation and outline suitable approximations.

Taking the minimum-energy magnetic field as estimate for the true magnetic field in-
troduces a local correlation between the magnetic field strength and the energy density in
particles. This correlation provides the most efficient way to produce a given synchrotron
luminosity and may be envisaged as being caused by magneto-hydrodynamical processes in
which particles are both tied to magnetic field lines and create them by their motion. As long
as no detailed microphysical feedback process can be identified which maintains this correla-
tion on all scales, the interpretation of any result derived with the help of the minimum-energy
argument must not be stretched beyond what is warranted under this assumption.

The Heavens & Meisenheimer [34] model for the emission from hot spots does enable an
independent determination of the hot spot field strength from physical parameters of the
source giving rise the observed spectrum. Although the physical hot spot model does not
apply to the body of the jet, its synchrotron emission can be described by the same spectral
parameters as that from hot spots (Sect. 4.1). Since the present observations do include the
hot spot region, the minimum-energy field for the hot spot can be compared to that inferred
from the physical hot spot model using both the present and previous spectral fits [68], to
assess its validity for the hot spot.

We write the electron energy distribution function as n(γ)dγ, the number density of
electrons with Lorentz factor in the range γ → γ + dγ. If the electron energy distribution
follows a single straight power law, n(γ) = n(γ0)

(
γ
γ0

)−p
, the source has a spectral flux

density of the form S(ν0)
(

ν
ν0

)α
, with α = −(p−1)/2 (Eqn.D.18). If the electron population’s

minimum and maximum Lorentz factors are given by γmin and γmax, respectively, synchrotron
emission is assumed to be observable in the range νmin → νmax, ν and γ being related through
Eqn. 4.1. In the following, we shall always use this relation to convert electron energies into
observing frequencies.

4.3.1 Derivation

The derivation of the minimum energy density proceeds by expressing the energy density
contributed both by magnetic fields and relativistic particles in terms of the unknown magnetic
field and observed quantities and then minimising the total with respect to the magnetic field.

The magnetic energy density in the source is simply B2

2µ0
. The energy density in the source

due to electrons is obtained through the integral

Uel =
∫ γmax

γmin

γmec
2n(γ)dγ (4.2)

= mec
2γp

0n(γ0)
∫ γmax

γmin

γ−p+1dγ. (4.3)

To account for the energy in other relativistic particles (positrons or ions), it is customary to
write the total energy density in particles Upart = (1 + k)Uel, so that k is the ratio of energy
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Figure 4.6: Illustration of the minimum-energy condition for synchrotron sources. The total energy
content of the source (relative to its minimum value) is shown as function of magnetic field (the source
conditions are arbitrarily chosen such that the minimum energy condition is fulfilled at unity). The lower
two lines show the separate contributions due the magnetic field energy and that stored in particles.

in other particles to energy in electrons. Since n(γ0) is unknown, it is solved for in terms of
the source’s observed luminosity L, by expressing L in terms of n(γ), using Eqn.D.4:

L = φV

∫ γmax

γmin

(
−dE

dt

)
n(γ)dγ (4.4)

= φV

∫ γmax

γmin

4
3
σTcUmagγ

2n(γ)dγ (4.5)

= n(γ0)φV
4
3
σTcUmagγ

p
0

∫ γmax

γmin

γ−p+2dγ, (4.6)

where φV is the volume occupied by emitting particles in the source, so that φ is the filling
fraction.

On the other hand, the source’s luminosity can be inferred from the observed brightness.
In the general case, relativistic Doppler effects and the dependence of the emissivity on the
angle between line of sight and local magnetic field have to be taken into account.

The simplest case for the field configuration is a fully tangled field, resulting in an isotropic
emissivity (cf. Sect. 3.3). Retaining only the Doppler factor, the observed luminosity is

Lobs = 4πd2
L

∫ ν′max

ν′min

D3S′(ν ′)dν ′, (4.7)

where S′(ν ′) is the source-frame brightness at source-frame emission frequency ν ′ related to
the observed frequency by ν by ν = Dν ′, dL is the luminosity distance, given by Eqn.D.22
[51]. The influence of the Doppler beaming on the value of the maximum particle energy
inferred here turns out to be negligible [64, 71]. We therefore assume D = 1 in the following.

All the Lorentz factors in Eqns. 4.3 and 4.6 are expressed in terms of the magnetic field and
the frequencies appearing in Eqn. 4.7 through Eqn. 4.1. By equating Eqn. 4.7 and Eqn. 4.6,
the unknown n(γ0) can be solved for and inserted into Eqn. 4.3. The result is an expression
for Uel in terms of observables and the unknown magnetic field. The total energy density in
the source is then

Utot(B) = (1 + k)Uel(B) +
B2

2µ0
,
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with Uel(B) a falling function of B and Umag ∝ B2 a rising function of B. Minimising Utot(B)
yields the minimum energy density, and the minimum-energy field Bmin (Fig. 4.6). We discuss
here the assumptions made in using this magnetic field estimate.

Firstly, the ratio k of energy in other relativistic particles to energy in relativistic electrons
is unknown. If the jet is an electron-positron jet, k = 1 since positrons are accelerated in
the same way as electrons. If the charge-balancing particles are protons or even heavier ions,
the value of k depends on details of the injection and acceleration process (cf. Sect. 1.1.3). A
typical number found in cosmic-ray particles is k ≈ 100. We choose k = 1 which is correct to
30% for all values of k between the extremes k = 0 and k = 100. Secondly, the source extent
is only observable in the plane of the sky, so symmetry arguments are usually used to infer
the source extent along the line of sight, and indeed have been used here (Sect. 3.3). Thirdly,
the filling fraction φ is unknown, that is, the part of the source’s volume actually taken up
by relativistic particles. For the magnetic field, no filling factor is usually written in. Finally,
homogeneity of both magnetic field strength and electron density across the source have been
assumed throughout.

Further assumptions are usually made in choosing νmin, νmax. To discuss these, we evaluate
the above integrals and substitute for p in terms of α. Equation 4.3 becomes

Uel =





mec
2n(γ0)γ2

0 × ln
(

γmax

γmin

)
if α = −0.5

mec
2n(γ0)

γ1−2α
0

1+2α

[
γ1+2α

max − γ1+2α
min

]
if α 6= −0.5

(4.8)

Similarly, we obtain for Eqn. 4.6 that

L =





n(γ0)φV 4
3σTcUmagγ

3
0 × ln

(
γmax

γmin

)
if α = −1

n(γ0)φV 4
3σTcUmag

γ1−2α
0

2+2α

[
γ2+2α

max − γ2+2α
min

]
if α 6= −1

(4.9)

Finally, assuming that there is no Doppler boosting, Eqn. 4.7 becomes

Lobs =





4πd2
LS(ν0)ν0 ln

(
νmax
νmin

)
if α = −1

4πd2
LS(ν0)

ν−α
0

1+α

[
ν1+α
max − ν1+α

min

]
if α 6= −1

(4.10)

Note that equating Eqns. 4.9 and 4.10 will lead to the integral terms (logarithms and terms
in square brackets, respectively) dropping out, since both integrals are identical up to a
magnetic-field dependent normalisation factor.

For synchrotron sources without high-frequency emission, neither νmin nor νmax is usually
known. For typical values of the spectral index α ≈ 1, the choice of νmax is unimportant,
but the choice of νmin dominates the value found for Uel in Eqn. 4.8. It has been customary
in the radio community to set νmin = 10 MHz. As argued by Myers & Spangler [70], using a
fixed value for γmin would be more physical. This again is not straightforward: for once, νmin

needs to be expressed in terms of B and γmin in the above equations, while conversely γmax

is expressed in terms of B and νmax, resulting in a more complicated dependence of Uel on B.
On the other hand, choosing the correct value for γmin may be as difficult as choosing νmin.
We return to this point further down.

Having observed the high-frequency cutoff of the synchrotron spectrum and determined a
spectral break for most part of the jet, we can make use of this information and find suitable
approximations. The break in the electron spectrum of course means that the above integrals
have to be performed over the broken power-law. This case is considered in full detail in the
following section.
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4.3.2 Minimum energy estimates for broken power laws

To account for the break in the electron spectrum at Lorentz factor γb, we write the electron
distribution function as

n(γ) =





n(γ0)
(

γ
γ0

)−plow
for γ < γb

n(γ0)
(

γ
γ0

)−phigh
for γ ≥ γb

(4.11)

Similarly, the observed spectrum is approximated by

S(ν) =





S(ν0)
(

ν
ν0

)αlow
for ν < νb

S(ν0)
(

ν
ν0

)αhigh
for ν ≥ νb

(4.12)

The spectra determined in Sect. 4.1 all show their break at νb ≈ 1010 Hz (see discussion below),
from αlow ≈ −0.5 to αhigh ≈ −1, corresponding to plow ≈ 2 and phigh ≈ 3, respectively.
Even the separate hot spot fit does not have a significantly steeper best-fit spectral index.
All integrals can therefore be approximated by setting αlow = −0.5 and correspondingly
αhigh = −1. It is useful to write the electron energy spectrum in terms of γ0 = γb, and
correspondingly the observed spectrum in terms of ν0 = νb. With this choice, Eqns. 4.8, 4.9
and 4.10 below the break become

Uel,low = mec
2n(γb)γ2

b ln
(

γb

γmin

)
, (4.13)

Llow = n(γ0)φV
4
3
σTcUmagγ

3
b

[
1− γmin

γb

]
, (4.14)

and Lobs,low = 8πd2
LS(νb)νb

[
1−

(
νmin

νb

) 1
2

]
. (4.15)

With νb ≈ 1010 Hz, we can confidently use the approximation γmin/γb = (νmin/νb)−
1
2 ¿ 1

in Eqns. 4.14 and 4.15, because these integrals converge for α ≈ −0.5. Since Equation 4.13
depends only logarithmically on this ratio, the exact choice of νmin is unimportant here as
well. In light of this, we will follow tradition and choose νmin = 10MHz.1 Similarly, the
integrals for αhigh = −1 become

Uel,high = mec
2n(γb)γ2

b

[
1− γb

γc

]
, (4.16)

Lhigh = n(γb)φV
4
3
σTcUmagγ

3
b ln

(
γc

γb

)
, (4.17)

and Lobs,high = 4πd2
LS(νb)νb ln

(
νc

νb

)
. (4.18)

Again, we note that γb/γc ≈ 10−2.5 ¿ 1.
Making use of the approximations and substituting for Lorentz factors γ2 = KνB−1,

where K−1 = 4.2×1010T−1 Hz is the numerical constant from Eqn. 4.1, we obtain the following
1Neumann [71] chose νmin = 408 MHz as this is the lowest frequency at which the jet has been detected;

compared to 10 MHz, this would decrease the minimum-energy field by 20% and the minimum energy density
by 30%, far less than the influence of the choice of φ or k.
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equations by adding up the contributions below and above the break:

Uel = mec
2n(γb)KνbB

−1
(

1 +
1
2

ln
νb

νmin

)
, (4.19)

L = n(γb)φV
4
3
σTcUmagν

3
2
b K

3
2 B− 3

2
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1
2

ln
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νb

)
, (4.20)

Lobs = 8πd2
LS(νb)νb

(
1 +

1
2

ln
νc

νb

)
. (4.21)

Equating Eqns. 4.20 and 4.21 yields

n(γb) =
12πd2

LS(νb)
φV

µ0

σTc
K− 3

2 (Bνb)
− 1

2 (4.22)

The integration limits have dropped out and at fixed synchrotron luminosity, n(γ) ∝ B− 1
2 .

Formally, this result can be used to derive the total number density of relativistic electrons
in the source:

nel =
dL

2

φV

12πµ0

σTc
K−1B−1

(
νb

νm

)− 1
2

. (4.23)

We stress that this is a formal result with limited physical meaning because this number
depends strongly on the chosen value for the lower frequency cutoff, which is dominated by
low-energy electrons for any monotonically falling electron distribution. At this place, the
local correlation between magnetic field and relativistic particles becomes explicitly apparent.

After inserting Eqn. 4.22 into Eqn. 4.19, we obtain the total energy density in the source:

Utot(B) = (1 + k)
12πd2

L

φV

µ0mec

σTK
1
2

S(νb)ν
1
2
b

(
1 +

1
2

ln
νb

νmin

)
B− 3

2 +
B2

2µ0

= CsourceCnatf (S(νb), νb) B− 3
2 +

B2

2µ0
, (4.24)

subsuming the source-related constants in the first fraction into Csource, the term containing
natural constants only into Cnat, and the observational terms into f (S(νb), νb). Utot(B)
attains a minimum at

Bmin =
(

3
2
µ0CsCnf (S(νb), νb)

) 2
7

, (4.25)

and the minimum energy density can be written as

Utot(Bmin) =
7
3

B2
min

2µ0
, (4.26)

so that at minimum energy, the energy in particles is 4/3 of the energy stored in the magnetic
field. Since similar amounts of energy are then present in relativistic particles and magnetic
fields, the condition is often referred to as equipartition.

The value for the minimum energy density, and hence the minimum-energy field, depends
on the location of the spectral break because the luminosity is dominated by the steep-
spectrum region between νb and νc. The break is not actually detected in the present data set
and the break frequency νbhas therefore been constrained to lie near the observed data points,
i. e., νb ≈ 1010 Hz (Sect. 4.2). We consider whether this constraint significantly influences the
resulting value for the minimum-energy field.
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Figure 4.7: Maps of the cutoff frequency. The greyscale is logarithmic and runs from 1013 Hz to
1017 Hz. The values fitted in A and B2 are lower limits. As expected, Fit A bears a closer resemblance to
the optical-ultraviolet spectral index map, while Fit B is dominated by the infrared-optical spectral index
map (cf. Fig. 3.12).

At least the hot spot spectrum does show a break around 109 Hz in the spectra presented
by Meisenheimer et al. [64]. The spectrum for the remainder of the jet needs to flatten at
some low frequency, as otherwise the luminosity would grow without bounds. If the true
break frequency was as low as 106 Hz instead of 1010 Hz, the luminosity would only change by
a factor of about two. The influence of the value of the cutoff frequency is therefore negligible.

If the jet lies not in the plane of the sky but is inclined to the line of sight by an angle
i, all lines of sight passing through the jet, and hence the total jet volume, are longer by a
factor 1/ sin i compared to the side view. This treatment ignores edge effects at the end of
the jet. As can be seen from Eqns. 4.25 and 4.26, the minimum-energy field varies as V − 2

7 . A
line-of-sight angle i ≈ 45◦ has been inferred for the flow into the hot spot from independent
considerations of the jet’s polarisation change there and the hot spot’s morphology [16, 68].
If the jet is at the same angle, the values in Tab. 3.1 need to be scaled up by 1/ sin 45◦ ≈ 1.4.
Hence, the minimum-energy field needs to be scaled down by about 10%, and correspondingly
the maximum energy up by 10%. Since we do not expect the minimum energy to be accurate
to this level, the presented values will not include this correction.

4.4 Run of νc, Bmin, and γmax along the jet

For each photometry aperture (or pixel in Fig. 3.2), the values for νb, S(νb) and νc from the
fitted spectra together with the appropriate volume from Tab. 3.1 and the assumed value of
νmin are used to calculate Bmin from Eqn. 4.25. With this knowledge, the maximum particle
energy γmax can be inferred from the fitted value of νmin (Eqn. 4.1).

We consider the determined values of the cutoff frequency, minimum-energy field and
hence maximum particle energy and their relation to the jet morphology. In particular, we
will be interested whether it is possible to identify localised acceleration regions in the jet.

We present maps of the fitted cutoff frequency νc for the three different fits in Fig. 4.7,
and its run along the radius vector at position angle 222.◦2 in Fig. 4.8. No cutoff is observed
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Figure 4.8: Run of the fitted cutoff frequency νc along the jet. The thin line represents the run of the
cutoff frequency at 1.′′3 resolution, parameterised as νc = 1017 Hz exp(−(r − 12′′)/1.′′4) by Meisenheimer
et al. [64]. Fit A has a slightly higher νc than Fit B. The values near r ≈ 13′′ and r ≈ 15′′ are only lower
limits to the true cutoff frequency. Error bars are not shown because the errors on the fitted cutoff frequency
are correlated in a complicated manner with the observational flux errors and the assumed spectral shape.
Variations in the cutoff frequency are expected to be significant where the variations in the high-frequency
spectral indices are significant.

in the regions at r = 13′′ (A1) and at 15′′ (B2) (cf. Sect. 3.5.3), so the fitted values there
are only lower limits to the true cutoff frequency. The overall trend is a decrease in νc with
increasing distance from the core. All variations are rather smooth. As expected from the
overall similarity of the spectral indices determined at 0.′′3 resolution and in earlier work at
1.′′3 resolution (Fig. 3.13), the cutoff frequency determined here agrees well with the run of the
cutoff frequency νc = 1017 Hz exp(−(r − 12′′)/1.′′4) determined by Meisenheimer et al. [64].

Only small discrepancies arise in the value of the cutoff frequency between Fit A and Fit
B (for a discussion, see Sect. 5.2 below). Where there is a difference, the value of νc in Fit
A, in which the cutoff is determined mainly by the optical-UV spectral index, is a factor of
3–10 larger than in Fit B, in which the steeper (by ∆α ≈ 0.2) infrared-optical spectral index
determines the cutoff frequency. A minimum of νc is only reached at the hot spot in Fit HS,
which is characterised by a sharp drop in νc from 106 Hz at 21.′′2 (optical hot spot position)
to 3× 105 Hz at r = 21.′′6.

There are local peaks in the values of the fitted cutoff frequency. Only those peaks
are significant which correspond to significant peaks in the high-frequency spectral indices
(Fig. 3.14). As we are interested in the variation of the particles’ energy along the jet, we
first consider the derived minimum-energy field and then discuss the variations of the particle
energy.

The variation of the derived minimum-energy field perpendicular to the jet axis is dom-
inated by the assumed geometry. We therefore present only its run along the assumed jet
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Figure 4.9: Run of the minimum-energy field Bmin along the jet. The solid points show the values
determined for individual regions by Meisenheimer et al. [64]. The overall run corresponds to that of the
jet luminosity. The most recent value for the magnetic field determined for the hot spot is (39+24

−10) nT.

radius/′′

Figure 4.10: Map of the bolometric surface brightness (logarithmic greyscale). The luminosity of regions
A and B2 could dominate the luminosity if the synchrotron spectrum extends up to X-rays (cf. Sect. 5.3).

axis in Fig. 4.9. It starts at just below 10 nT at the onset of the optical jet, up to about
20–25 nT in the hot spot. This corresponds qualitatively to the run of the bolometric sur-
face brightness (Fig. 4.10). This is expected because for the assumed constant spectral shape
and for a constant volume, the minimum-energy field scales as (synchrotron luminosity)2/7

(Eqns. 4.24–4.26). It also means that the minimum-energy field could be much higher in
regions A–B if the cutoff there is much higher than the lower limit used here.

The minimum-energy field of ≈ 25 nT determined for the hot spot is lower the magnetic
field value determined by Meisenheimer et al. [68], both from spectral fits ((39+24

−10) nT) and
from the minimum-energy argument ((35+8

−4) nT) (cf. Fig. 4.9). Apart from a slightly higher
cutoff frequency determined here, the fit parameters are identical within the errors. The
discrepancy of the minimum-energy field value is explained by the differnt values assumed for
the ratio k in Eqn. 4.24, chosen as k = 1 here but k = 10 in [68].

As discussed below, only the order of magnitude of the minimum-energy field matters in
the considerations here. We therefore do not discuss its behaviour in detail. This also implies
that the dependence of Bmin on the value of the break frequency can be neglected here



66 CHAPTER 4. ANALYSIS

Figure 4.11: Run of the maximum particle Lorentz factor γmax along the jet. The thin line represents
the run of γmax parameterised as νc = 107 exp(−(r − 12′′)/2.′′4) by Meisenheimer et al. [64]. The overall
run of γmax is identical to that of νc, with the exception of region H1 at r > 22′′, where νc drops but γmax

rises outwards.

(Sect. 4.3.2). If the entire jet was operating at the minimum energy condition, the increase
in the minimum-energy field would correspond to an increase of the energy density stored
in the jet’s magnetic fields and relativistic particles by about one order of magnitude. This
conclusion is only valid in the absence of strong beaming.

The run of the maximum particle energy inferred from the minimum-energy field and the
cutoff frequency is shown in Fig. 4.11. It is noted that this run is very similar to the run of the
cutoff frequency in Fig. 4.8; this arises from the relation used to derive the maximum particle
energy (Eqn. 4.1):

γmax = 107 ×
(

νc

4.2× 1015Hz

) 1
2

(
B

nT

)− 1
2

.

The maximum particle energy and cutoff frequency are both plotted logarithmically, that
is, we are comparing their order of magnitude. Hence, the run of the two can only differ if
the order of magnitude of the magnetic field changes along the jet. This is not the case, as
Fig. 4.9 shows. This also implies that although the variations of Bmin perpendicular to the
jet axis are dominated by the assumed geometry, the variations in γmax are affected not as
badly. We therefore show a map of the maximum particle energy in Fig. 4.12 in addition to
the development of Bmin along the jet axis in Fig. 4.11.

Because of the discussed constancy of the order of magnitude of the minimum-energy field,
extrema in νc lead to extrema in γmax. Significant local extrema in γmax are thus found in
the following regions:

• A and B2 (13′′and 15.′′5), in which both high-frequency spectral indices peak simulta-
neously at a value significantly flatter than the radio-infrared spectral index
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Figure 4.12: Map of the maximum particle Lorentz factor γmax. The results for Fit HS have been
inserted in both. Only in regions A and B2 does γmax show a strong correlation to features of the radio-
optical jet morphology. The only differences between Fit A and Fit B occur in regions C–H3, where the
discrepancies between the infrared-optical and optical-ultraviolet spectral indices are strongest.

• C1 and C2 (16.′′75 and 17.′′75), where both high-frequency spectral indices show a local
peak; here, the infrared-optical spectral index peaks at the brightness maximum, while
the optical-UV maxima are slightly offset radially outwards

• The radio hot spot H2, at which all high-frequency spectral indices and the radio-
infrared index drop significantly. γmax starts to drop from a value γmax ≈ 106 at the
optical counterpart to H2 and reaches a plateau beyond the radio hot spot at one-third
of the pre-hot spot value. This drop is caused by the absence of optical and ultraviolet
emission beyond the radio hot spot in the precursor H1. The detailed run of the cutoff
frequency in the hot spot is determined not only by the spectral evolution downstream
of the Mach disk, which is located at the highest-frequency emission peak, but also by
the effect of telescope resolution and integrating along the line of sight through a the
cylindrical emission region inclined at 45◦to the line of sight (cf. Fig. 3.6 on p. 37).

Thus, with the exception of regions A and B2, there is no strong correlation between γmax

and the jet’s surface brightness at any wavelength. This is entirely unexpected, since the
strong losses giving rise to the observed synchrotron luminosity should give rise to drastic
changes of the cutoff frequency as the radiating particles move through regions in which they
undergo strong losses.

At radii > 17′′, the maximum particle energy stays nearly constant at a Lorentz factor of
a few times 106. The Lorentz factor of the particles emitting optical synchrotron radiation
cannot be much lower anywhere in the jet. As noted in all previous studies, synchrotron
cooling timescales for these particles are of the order of a few hundred or thousand years
[see 30, 64, 87, e.g.]. This conclusion is most stringent for Fit A, in which significant
synchrotron emission is presumed to be present at ultraviolet wavelengths, for which electrons
have lifetimes of about 1 000 years for the derived equipartition magnetic fields of order 10 nT,
with loss scales of a few hundred parsec for the unrealistic ideal case of free streaming at the
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speed of light (Eqn.D.12). Since the cutoff frequency is slightly lower in Fit B, slightly longer
lifetimes are possible, but not by more than a factor of two even if the true cutoff is assumed
to lie closer to the infrared.

The observed spectra are thus consistent with the absence of any synchrotron cooling. The
same conclusion could already be drawn from the smooth changes of just the optical spectral
index, which should most strongly reflect the synchrotron losses the particles undergo [42].

The smooth changes of the spectral features along the jet indicated a correspondingly
smooth variation of the physical conditions along the jet. Our detailed high-resolution study of
the jet in 3C 273 set out with the aim to map those regions in which particles are preferentially
accelerated. Since the observed cooling is much less drastic than expected, the conclusion is
that the entire jet is the particle acceleration region. More precisely, the centres of particle
acceleration need to be smaller than the beam size employed (0.′′2 for the detailed study of the
optical spectral index map [42], corresponding to 550 kpc) and smoothly distributed along the
jet. The detailed mechanism accounting for this observation is unknown; mechanisms which
have been proposed include acceleration by reconnection in thin filaments [53] and turbulent
acceleration [57]. Both processes manage to maintain the injection spectrum over distances
much larger than the loss scales, although the latter so far only maintains cutoff frequencies
in the range of 1012 Hz–1013 Hz, i. e., below the values observed in 3C 273.

Since the cutoff frequency and maximum particle energy are very similar in both performed
fits, these conclusions remain true, whichever of the high-frequency spectral indices indicates
the true run of the synchrotron continuum.



Chapter 5

Discussion

5.1 Can beaming account for the lack of cooling?

Heinz & Begelman [35] proposed that sub-equipartition magnetic fields combined with mildly
relativistic beaming could explain the lack of cooling in the jet of M87 – which is, however, ten
times shorter than that of 3C 273. As an alternative to postulating re-acceleration, we consider
whether low magnetic field values and beaming could lead to electron lifetimes sufficient to
allow electrons to be accelerated at region A to illuminate the entire jet down to the hot spot
over a projected extent of 27h−1

70 kpc (the argument would become even more stringent by
demanding acceleration only in the quasar core). We consider the electron lifetime against
synchrotron and inverse-Compton cooling off cosmic microwave background photons; the
synchrotron Self-Compton process is negligible for electrons in the jet [89], as is Compton
scattering off the host galaxy’s star light at radii <∼ 30 kpc.

The total energy loss rate of an electron with energy E due to synchrotron radiation
and inverse-Compton scattering, averaged over many pitch-angle scattering events during its
lifetime, is

− dE

dt
=

4
3
σTcUtotβ

2
(

E

mec2

)2

, (5.1)

where Utot = UCBR(z) + Umag is the sum of the energy densities of the background radiation
and magnetic field, respectively, and σT is the Thomson cross-section [55]. We integrate this
equation from E = ∞ at t = 0 to E(t), assuming β = 1 (appropriate for the highly relativistic
electrons required for optical synchrotron radiation) and substitute for the electron’s energy
E = γmec

2. Inverting yields the maximum time that can have elapsed since an electron was
accelerated, given its Lorentz factor γ [104]:

t(γ) =
mec

2

4
3σTcUtotγ

. (5.2)

This is the “electron lifetime”, inversely proportional to both the energy density in which the
electron has been “ageing”, and the electron’s own energy. This result is identical to that
obtained with the usual ansatz τ = E/(dE/dt), which is, however, often wrongly interpreted
as a half-life. The derivation presented here makes clear that it is in fact a firm upper limit.

As most of the electron’s energy is radiated at the synchrotron characteristic frequency
∝ γ2B, we can substitute for γ in Eqn. 5.2 in terms of the observing frequency and the

69
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magnetic field in the source. Hence, Eqn. 5.2 becomes (in convenient units)

tlife =
51 000 y

B−9,IC(z)2 + B2
−9,jet

(
B−9,jet

ν15

) 1
2

, (5.3)

where B−9,jet is the magnetic flux density in nT of the jet field, the background radiation
energy density has been expressed in terms of an equivalent magnetic field, B−9,IC = (1 +
z)2×0.45 nT, and ν15 is the observing frequency in 1015 Hz [104]. Note that as the substituted
γ ∝ B− 1

2 , setting B−9,jet = 0 is now meaningless.
To be fully adequate for electrons in a relativistic jet at cosmological distances, the equa-

tion needs to be modified. Firstly, the frequency local to the source is (1 + z) times the
observing frequency because of the cosmological redshift. Furthermore, the radiating electron
may be embedded in a relativistic flow with bulk Lorentz factor Γ with three consequences:
relativistic time dilation and Doppler shift, and boost of the background radiation energy
density. The relativistic time dilation enhances the electron lifetime in the jet frame by a
factor Γ. The Doppler shift between the emission frequency νint in the jet frame (equal to
the characteristic frequency) and the observation frequency νobs is given by νint = νobsD−1,
where D(Γ, θ) = [Γ(1 − βjet cos θ)]−1, the Doppler boosting factor for an angle θ to the line
of sight [see 40, e. g.]. A relativistic flow perceives the energy density of the background
radiation field boosted up by a factor Γ2 [21]. Inserting these yields

tlife(D, z) =
ΓD 1

2 × 51 000 y
(ΓB−9,IC)2 + B2

−9,jet

(
B−9,jet

(1 + z)ν15

) 1
2

. (5.4)

The electron lifetime attains a maximum value at a certain value of the jet’s magnetic
field (Fig. 5.1) [104]. On either side of the maximum, the lifetime is decreased by larger losses
suffered before it is observed: for a higher magnetic field in the jet, the synchrotron cooling
is more rapid (t ∝ 1/Utot, Eqn. 5.2). A lower jet field requires an electron of higher Lorentz
factor for emission at the given frequency, which also suffers more rapid losses (t ∝ 1/γ,
Eqn. 5.2). By differentiation of Eqn. 5.4, the value of the maximum lifetime is

tmax(BIC,D, z) =

√
D
Γ

29 000 y

B
3
2
−9,IC [(1 + z)ν15]

1
2

. (5.5)

Note that the largest possible value for the factor
√D/Γ is

√
2. tmax is a firm upper limit

for the lifetime of a synchrotron-radiating electron from a source at redshift z in a flow of
bulk Lorentz factor Γ, whatever the magnetic field strength in the source. It is deduced only
from the fact that synchrotron emission is observed at a certain frequency, and that electrons
which can radiate at this frequency suffer drastic energy losses either by synchrotron or by
inverse-Compton cooling between the time of acceleration and the time of emission. The
only additional assumptions are rapid pitch-angle scattering and a homogeneity of conditions
throughout the electron’s lifetime.

The milli-arcsecond VLBI jet close to the core has a line-of-sight angle near 10◦ and a
bulk Lorentz factor near 10 [1]. A line-of-sight angle θ ≈ 45◦ has been inferred for the flow
into the hot spot from independent considerations of the jet’s polarisation change there and
the hot spot’s morphology [16, 68]. We have plotted the lifetime of an electron responsible
for emission from the jet in 3C 273 observed at 300 nm as function of the jet’s magnetic field
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Figure 5.1: Maximum age against synchrotron and inverse-Compton cooling (off microwave background
photons at 3C 273’s redshift) of an electron radiating at observed UV wavelengths plotted against the
jet magnetic field. Solid line, no beaming; dashed line, relativistic Doppler boosting with Γ = 10 and a
line-of-sight angle θ = 45◦.

in Fig. 5.1 for the extreme cases of no beaming in the optical jet and beaming identical to
that in the VLBI jet with Γ = 10, θ = 10◦, and for an intermediate case with Γ = 10, θ = 45◦

(though note that Γ = 10, θ = 10◦ is likely to be unrealistic as there is a difference in position
angle between the VLBI jet at 244◦ and the arcsecond jet at 222◦).

The equipartition flux densities derived above lie in the range of 8–40 nT (Sect. 4.4),
leading to maximum ages of a few hundred years, less than the light travel time from one
bright region to the next. In the absence of beaming effects, the largest possible lifetime for
electrons in 3C 273 from Eqn. 5.5 is about 58 000 y. The “boosted lifetime” can be at most

√
2

larger than this. There is thus no combination of Γ, θ which enhances the electron lifetime
to the order of magnitude (105 y) required for illumination of the entire jet in 3C 273 by
UV-radiating electrons. Even if a significant fraction of the UV emission is not due to the
synchrotron process but due to some different emission mechanism, the conclusions are not
changed if the analysis is repeated for emission observed at 620 nm, for which the lifetime is
only a factor of ≈ 1.4 longer.

Thus, the invocation of mild or even drastic beaming and/or sub-equipartition fields can-
not resolve the discrepancy between the synchrotron loss scale and the extent of the optical
jet of 3C 273, as has been possible for the jet in M87 [35]. As another alternative to invoking
quasi-permanent re-acceleration, the existence of a “loss-free channel” in which electrons can
travel down a jet without synchrotron cooling has been proposed by Owen et al. [77] for M87.
As an extreme version of this case, we assume that the electron travels along the jet in zero
magnetic field and is observed as soon as it enters a filament with magnetic field Bfil. The en-
ergy loss between acceleration and synchrotron emission is then only due to inverse-Compton
scattering. The lifetime in 3C 273 is then 130 000 y ×Γ−1

√
B−9,filD/ν15. Again, if the jet

flow in 3C 273 is highly relativistic, the electrons suffer heavy inverse-Compton losses and the
lifetime mismatch persists. In any case, it remains to be shown that the “loss-free channel”
is a physically feasible configuration of a jet.
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5.2 Is there an IR excess or a UV excess?

The observed spectra show a positive curvature in regions A, B1 and B2 (at the inner end of the
optical jet) and in C2 and D (approaching the radio hot spot). This is a feature not expected
for any synchrotron spectrum, in which losses deplete the high-frequency emitting population
first. It also shows up as a discrepancy between the optical spectral index αBRI determined
at 1.′′3 resolution with data at 860 nm, 560 nm and 450 nm by Röser & Meisenheimer [87]
and αopt determined here using the new HST observations at 620 nm and 300 nm (Fig. 3.13).
We now turn to consider the discrepancy between these spectral indices. We will also discuss
what light the radio-to-UV spectra may shed on the mechanism for X-ray emission observed
from the jet (Sect. 5.3).

Considering only the discrepancy between the ground-based optical spectral index αBRI

and αopt one might ascribe it to flux variability of the jet. However, no variability has been
detected so far1. Since the UV and optical observations presented here are contemporaneous,
while the infrared observations were performed two years later, one would have to suppose
a rather contrived variability to achieve an infrared-optical spectral index which is constant
over a longer timescale than a variable optical spectral index.

Contamination by an error in the subtraction of the star which has been detected in this
part of the jet might also contribute; however, this contamination has had little impact on
the radio-infrared spectral index and is therefore expected to be negligible.

5.2.1 Possibility of contamination by a “backflow”

The indication that the radio “backflow” [85] may also be detectable at 2.1µm [73] suggests
that the flux from the jet at 1.6µm may be contaminated by emission from the backflow
as well. Therefore, we consider the possibility of contamination of the jet signal at this
wavelength by the backflow.

The radio backflow arises south of the jet near C2 and D, those regions in the outer
half of the jet showing a discrepancy between αopt and αBRI . It was detected because of
its strong polarisation (up to ≈ 30% compared to 5–15% for the jet), which leads to a
discrepancy between radio (at λ73 cm, 18 cm and 6 cm) and optical polarisation (at 560 nm)
at radii 17′′–19′′ from the quasar [85]. A radio spectral index map shows that the backflow
has a radio spectral index of ≈ −1.15 between 73 cm and 18 cm, significantly steeper than
value of −0.8 determined for the jet. At these long wavelengths, the backflow contributes a
small fraction of the total radio emission and continues smoothly into the lobe detected at
the lowest frequencies (cf. Fig. 1.2). Similarly to the radio spectral index, the radio-infrared
spectral index determined by Neumann et al. [73] steepens away from the jet, indicating that
the backflow emits dominantly at radio wavelengths.

Figure 5.2 shows the infrared residuals of Fit A, in which the optical spectral index was
assumed to represent the true synchrotron spectrum. The outward increase of the residuals
qualitatively agrees with the steepening of the backflow spectrum towards the core observed in
the radio spectrum [85]. However, the residuals from this fit are accounting for up to one-third
of the observed infrared flux, which is a much larger fraction than expected for a backflow
spectral energy distribution peaking in the radio. Moreover, a comparison of a map of the

1There is an effort by John Biretta (STScI) to repeat the presented HST observations at 620 nm to detect
variability, with a baseline of 5 years.
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Figure 5.2: Comparison of radio fractional polarisation (top) and near-infrared fit residuals

residuals with a new high-resolution radio polarisation map (Fig. 5.2) shows that the largest
residuals are not cospatial with those regions showing the highest fractional polarisation.

If such a large fraction of the infrared flux is due to the backflow, the agreement of the
infrared-optical spectral indices αKO and αopt

IR (Sect. 3.5.2) implies that also a large fraction
of the radio flux is due to the backflow, contradicting the conclusion drawn from the radio
morphology in Sect. 3.3.3. This part of the backflow’s emission would need to be less strongly
polarised than that part which led to its detection.

Taken together, the implied large contribution to the total observed flux at all wavelengths
longer than the infrared and its inferred low polarisation make this purported backflow very
different from that originally observed, which has a steep spectrum (hence low flux at the
short wavelengths considered here) and high polarisation. A backflow interpretation provides
no explanation for the upward curvature of the observed spectra at the inner end of the
optical jet, in regions A–B. A backflow observed at λλ73 cm–6 cm [85] and 2.1µm [73] cannot
therefore account for the observed curvature of the infrared-optical-ultraviolet spectra and the
discrepancy between the optical spectral index αBRI [87] and the optical-ultraviolet spectral
index αopt presented here. We therefore consider the alternative explanation, additional
emission in the ultraviolet.

5.2.2 Contamination in the ultraviolet

Polarimetry of the jet at 560 nm [87] had shown that this emission, like the radio emission,
is due to the synchrotron process. Meisenheimer et al. [64] have presented fits of synchrotron
continua to the observed spectral energy distributions of knots A, B, C, D and the hot spot
H at 1.′′3 which have also been used by Röser et al. [89]. These observations were interpreted
as emission from a single electron population. Figure 5.3 compares the run of the optical-
ultraviolet spectral index αRU determined at 0.′′2 resolution (figure taken from [42]) with
the optical spectral index determined from the fits at 1.′′3 resolution [64]. It is noted that
the optical spectral index predicted from these spectra (αfit) in Fig. 5.3 is always steeper
than the observed spectral index, that is below both αBRI and αRU . The reason is that
already the infrared-optical spectral index αBRI is slightly flatter than αKO. At even shorter
wavelengths, the spectrum flattens further, as evidenced by the flatter values of αRU . Thus,
all observational data indicate the important result of a gradual flattening of the observed
spectrum towards higher frequencies.
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Figure 5.3: Run of the red-band brightness and optical-ultraviolet spectral index along the outer half
of the jet in 3C 273, for a 0.′′2 beam. αRU was determined from Figures 1 and 2, while αBRI for a 1.′′3
beam is taken from Röser & Meisenheimer [87]. For comparison, we show αfit, the corresponding spectral
index obtained from synchrotron spectra fitted by Meisenheimer et al. [64] and Röser et al. [89]. While the
observed spectral index agrees with older data, it is now clear that the fit is inadequate for the optical part
of the spectrum. The flatter spectral index αRU compared to both αBRI and the fit may either be due to
contamination of the infrared flux by a “backflow” component around the jet, or because of the presence
of additional high-frequency flux, from a second high-energy electron population in the jet, e. g., which is
not included in the fit.

This flattening is most easily explained if the high-frequency emission from the jet is
not entirely due to a single electron population, with contribution from an additional flux
component. At 300 nm, already a significant fraction of the observed flux may be contributed
by this additional component. Figure 5.4 shows the ultraviolet residuals of Fit B, in which the
infrared-optical spectrum is assumed to be entirely due to synchrotron emission from a single
electron population. An ultraviolet excess above the fitted infrared-optical cutoff is present
in all parts of the jet. A smaller fraction of the optical emission will also be contributed by
the same component. Unlike the backflow, which would be expected to contribute to the
emission only in a limited part of the jet, the presumed additional UV component can be
present in the entire jet and can account for the discrepancy between infrared-optical and
optical-ultraviolet spectrum everywhere where it is observed.

As for the emission mechanism, the additional emission might be synchrotron emission
as well, arising from a second, higher-energy population of electrons. Such a population was
invoked by Röser et al. [89] to explain the X-ray emission observed from the jet. Alternatively,
it might be contributed by an entirely different emission mechanism, by inverse-Compton
scattering of cosmic microwave background photons, e. g., another proposed explanation for
the X-ray emission [58, 93]. Since both explanations link the observed ultraviolet emission to
the X-ray emission, we consider the relation between both wavelength regions.
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Figure 5.4: Ultraviolet residuals of Fit B, in which the infrared-optical spectrum determines the fitted
cutoff. Significant ultraviolet excess over this fit is present in the entire jet. This excess might be due to
the same emission mechanism responsible for the X-rays.

Figure 5.5: Adaptively smoothed X-ray image of the jet, obtained with the Chandra X-ray Observatory
(adapted from Fig. 2 of Perlman et al. [84] with kind permission of the authors).

5.3 The X-ray emission from the jet

Figure 5.5 shows an X-ray image of the jet The strongest X-ray emission arises in regions
A, B1 and B2 (12′′ <∼ r <∼ 15.′′5), where the UV excess above the radio-infrared spectra is
largest. The emission mechanism responsible for the X-ray emission from the jet remains
debated [58, 89, 93]. These authors agree that both synchrotron Self-Compton emission and
thermal Bremsstrahlung appear unlikely processes as they require extreme source parameters,
in particular unrealistically high photon or gas densities. The best currently available X-ray
data have been presented by Marshall et al. [58], and all quoted X-ray flux measurements and
spectral indices presented here are taken from that publication.

To explore the link between the X-ray emission and the ultraviolet emission and as-
sess quantitatively whether both could stem from the same electron population, either from
inverse-Compton or synchrotron emission, we consider whether the emission in both wave-
length regions can be explained by a single simple model.

Now, we have to determine the spectra of two different components, the true synchrotron
spectrum and the contamination spectrum. Although the synchrotron spectrum alone could
have been characterised accurately based on the current data, the three high-frequency data
points presented here are not sufficient to disentangle these two spectra.

From the optical jet polarimetry [87], it can be concluded that the synchrotron emission
dominates in the infrared and the second component contributes significantly only in the
ultraviolet. This implies that the contamination spectrum is flatter than the high-frequency
spectrum of the jet.

The flattest plausible spectral index for a non-thermal contribution is α = −0.5, the
canonical value from shock acceleration theory [6, 7]. To assess whether the UV-contaminating
component could reproduce the order of magnitude of the observed X-ray flux, the ultraviolet
residuals from Fit B are extrapolated to the X-ray observing band with this spectral index. A
similar comparison can also be made by extrapolating the observed X-ray flux from Marshall
et al. [58] into the UV region with the X-ray spectral index also observed.
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Figure 5.6: High-frequency flux for region A. The X-ray flux was measured in an aperture of radius
1′′ centered at r = 13′′ [58], the surface brightness from the HST observations was summed over a
corresponding area.

The X-ray images have a spatial resolution of 0.′′7, and no morphological details of the jet
can be discerned at radii r >∼ 15.′′5. Therefore, both extrapolations are carried out for the
total emission in the three sections for which X-ray flux values have been determined [58]:
regions A (Fig. 5.6), B (Fig. 5.7), and for the remainder of the jet (Fig. 5.8). We comment on
each region of the jet in turn.

• Region A: The observed flux values as well as the ultraviolet residuals from Fit B
were summed in a window corresponding to the X-ray aperture. X-ray emission and
ultraviolet residuals are compatible with a single power law. The UV residuals account
for 50% of the total flux, so a straight power law from infrared to X-rays cannot be
ruled out definitely. However, a single radio-optical-X-ray power law appears unlikely,
based on the steeper radio-infrared spectral index (Fig. 4.3).

• Region B: Contrary to the spectra presented by Marshall et al. [58], the HST data are
only summed over regions B1 and B2 (r ≤ 15.′′5), that is, not including B3. The X-ray
count rate decreases drastically at the transition between B2 and B3, and simultane-
ously the spectral energy density distribution turns over from ultraviolet-dominated to
infrared-dominated. Unless this is entirely coincidental, the flatter spectrum of B1 and
B2 is more likely to be related to the X-ray emission than the steep high-frequency
spectrum of B3, whose X-ray emission is negligible compared to B1 and B2. The X-ray
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Figure 5.7: High-frequency flux for region B. While the X-ray flux was measured in an aperture of radius
1′′ centered at r = 15′′ [58] which includes B3, only contributions from B1 and B2 are included in the
infrared-ultraviolet flux points (see text). B1 and B2 are shown separately together with their sum.

and ultraviolet emission from these two regions may again be due to a single component.

• Remainder of jet: The inferred spectral index from UV excess to X-rays is ≈ −1, steeper
than for either region A or B.

• Radio hot spot H2: No X-ray emission is observed here. This is compatible with the
UV excess observed in this region (Fig. 4.5) only if the contamination spectrum steepens
significantly below −1 at the transition from H3 to H2.

Based on these considerations, there is no strong argument against a common origin of the
ultraviolet excess and the X-ray emission from the jet if he spectrum of the contaminating
component steepens outwards along the jet.

In the inverse-Compton scenario, the spectral index of the scattered radiation is identical
to the spectral index of synchrotron radiation from the scattering electrons, i. e., the radio
spectral index observed here. To reproduce the observed X-ray flux densities by inverse-
Compton scattering of the microwave background radiation, it is necessary to assume that
the jet flow is highly relativistic, so that the energy density of the background radiation field
appears boosted up in the jet’s rest frame (see Sect. 5.1). Model spectral energy distributions
presented by Sambruna et al. [93] seem to indicate that the observed X-ray emission for the
entire jet can be explained in this way; however, these authors were not aware of the flattening
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Figure 5.8: High-frequency flux for r > 15.′′5.

of the infrared-optical-ultraviolet spectrum. An assessment of whether a steepening of the
spectral index of the Compton-scattered radiation can be accounted for in the contamination
scenario presented here is beyond the scope of the present work, as it requires a detailed study
of the influence of changes in Doppler factor and magnetic field on the observed synchrotron
and inverse-Compton scattered flux densities.

The outward flattening poses no problem if the contaminating component is synchrotron
emission from a second, higher-energy electron population. The interpretation of the X-ray
emission from the jet as synchrotron emission due to a second electron population [89] can
thus explain both the flattening of the observed high-frequency spectra as well as the X-ray
emission from the entire jet.



Chapter 6

Summary and outlook

One of the main unsolved questions in the study of extragalactic jets is posed by the ob-
servations of optical synchrotron radiation over scales much larger than typical synchrotron
loss scales and far from the “working surfaces” of the standard model [9]. Another puzzle
has been posed by the recent Chandra observations of X-rays from extragalactic jets, whose
emission mechanism remains debated and which form a further sink of energy that has to
be filled within the jet. The study of the physical conditions giving rise to the observed
emission by keeping up the particle energy against strong synchrotron losses at optical wave-
length and supplying the energy observed in X-rays can only be performed via a study of
the synchrotron continuum, at the highest possible spatial resolution and covering the largest
possible wavelength range.

The present work supplies a unique data set, in terms of spatial resolution and wavelength
coverage, for the jet in 3C 273. A similar study has only been performed for the jet in M87
[82]. The observations serve as constraints for theories of particle acceleration within jets, far
from obvious acceleration sites.

6.1 Observations

After a careful data reduction, new HST and VLA images at λλ 3.6 cm, 2.0 cm, 1.3 cm, 1.6µm,
620 nm and 300 nm have been matched to 0.′′3 spatial resolution (Fig. 3.2). This enables a
derivation of multi-wavelength synchrotron spectra of the jet in 3C 273 (Fig. 4.3). These data
enable for the first time a direct determination of the spectra of individual jet knots and the
regions of lower surface brightness connecting them.

Contrary to expectations for synchrotron emission, these spectra show a significant flat-
tening in the infrared-ultraviolet wavelength range. The flattening is most pronounced near
the onset of the optical jet, at radii 12′′–15.′′5, where already the optical flux lies above an
extrapolation of the radio-infrared power law and no cutoff is observed. This region is also
the origin of the strongest X-ray emission. At radii ≈ 15.′′5, the spectral energy distribution
of the brightness maxima turns over and peaks below optical frequencies (Figs. 3.3 and 4.3).
In the outer part of the jet at r >∼ 15.′′5, the flattening is only present in the optical-ultraviolet
spectral index.

This negative curvature of the observed spectra means that the emission cannot be mod-
elled as synchrotron emission due to a single electron population, as has been assumed in
previous studies of this jet’s emission [64]. Instead, additional emission must be present which
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can lead to the observed flattening. The most likely explanation is an additional flat-spectrum
component in the ultraviolet.

The optical-ultraviolet spectral index map generated at 0.′′3 resolution (Fig. 3.12) shows
no strong correlation between spectral index and surface brightness. Such a correlation is
present, however, on the radio-infrared and infrared-optical spectral index maps. Even these
correlations are less pronounced than those found in the jet of M87 [82, 84], which are taken
as evidence of localised particle acceleration in the knots of this jet. No evidence for similarly
localised acceleration or loss regions is thus found in the jet of 3C 273.

The presented observations enabled a further check of the hot spot model by Meisenheimer
& Heavens [63] and Heavens & Meisenheimer [34]. The hot spot is distinct from the remainder
of the jet, both by its spectrum and morphology. It is well described by the hot spot model
proposed by Heavens & Meisenheimer [34], in which particle acceleration takes place at a
strong shock and losses occur downstream of the shock. In particular, the predicted offset of
0.′′2 between the radio and optical hot spot positions has been confirmed using the new HST
and VLA data at their maximum resolution of 0.′′1 or better. It thus constitutes the only
localised particle acceleration region which could be identified in this jet. The energy gains
are observable as increase of the radio luminosity rather than an increase of the maximum
particle energy. This adds further to the confidence that the assumed hot spot model is
correct [68].

Both the observed flattening of the high-frequency spectrum as well as the X-ray emission
from the jet are explained by a model in which two distinct electron populations emit syn-
chrotron radiation: all the radio luminosity and a significant of the high-frequency (optical)
luminosity are radiated by one population, while the ultraviolet excess causing the observed
flattening as well as the X-ray emission are radiated by a second, higher-energy population.

6.2 Synchrotron spectral fits

The observed spectra are fitted with model synchrotron spectra to extract physical informa-
tion, in particular the maximum particle energy and its variation along the jet.

Model synchrotron spectra according to Heavens & Meisenheimer [34] have been used
to describe the observed spectra in terms of a low-frequency spectral index αlow, a break
frequency at which the spectral index steepens to αlow +0.5, and a cutoff frequency νc beyond
which there is no significant synchrotron emission. The cutoff is mainly determined by the
infrared-optical spectral index. The cutoff in the synchrotron spectrum corresponds to a
high-energy cutoff in the electron energy distribution.

The maximum particle energy, inferred from the fitted cutoff frequency by assuming an
equipartition magnetic field, decreases from above 5× 106 in the bright region A at r ≈ 13′′

and settles to a plateau of order 106 at r >∼ 18′′. A further decrease to γmax ≈ 3 × 105 is
only observed at the position of the radio hot spot, beyond which there is no optical, but still
infrared emission.

This global run corresponds to the findings of previous studies at 1.′′3 resolution. The new
observations show that also small-scale variations of γmax are much less extreme than the
variations in surface brightness, there are in particular no significant differences between the
spectra observed at and between the local brightness peaks. The physical conditions within
the jet must correspondingly vary smoothly.

An examination of the effect of relativistic beaming on the inferred synchrotron lifetime
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show that the overall slow decrease of γmax cannot be explained by an enhancement of the
true synchrotron lifetime by beaming effects. We conclude that particle acceleration must
take place distributed across the entire jet. Although the investigation of possible acceleration
mechanisms is beyond the scope of this work, it is clear that particle acceleration is not limited
to the bright regions. This does not preclude the possibility that the enhanced-brightness
regions are shocks – but even if they are, re-acceleration between them is necessary to explain
the observed spectral features.

The observations presented here have the important conclusion that the physical condi-
tions within the jet of 3C 273 vary very smoothly down to the spatial scales of 0.9h−1

70 kpc
resolved here, so that the particle acceleration mechanism must act over the entire jet. They
have furthermore established a flattening of the high-frequency spectrum. The jet’s emis-
sion cannot therefore be assumed to arise from a single electron population and requires the
presence of an additional emission component.

Future work to investigate the acceleration mechanism at work in this and other jets must
be based on these results.

6.3 Future work

The motivation for the collection of the data set presented here was an accurate determination
of the maximum particle energy and its variations across the jet (Sect. 1.2). Because of the
presence of a second emission component, the three high-frequency flux points presented
here are not sufficient to disentangle the contributions from the synchrotron spectrum and
this second component. A significant improvement could already be achieved by raising the
signal-to-noise obtained at 300 nm to the level reached by the longer-wavelength data.

To test all the predictions made by assuming two electron populations, observations at
further wavelengths and making use of the full resolution afforded by the HST are needed
with similar signal-to-noise ratio as the presented optical data. The lower-energy synchrotron
spectrum needs to be constrained by observations at optical and longer wavelengths, while
the higher-energy population’s spectrum can be determined at shorter wavelengths. Par-
ticular insight can be expected by an accurate determination at higher resolution of the
high-frequency spectra in those regions of the jet showing a difference between radio, optical
and X-ray morphology (cf. Sections 3.4 and 5.3).

Such observations can be obtained with present (the WFPC2 employed here) or planned
(the new, more sensitive Advanced Camera for Surveys) UV-sensitive cameras on board the
HST, the latter being sensitive at wavelengths from 900 nm down to 200 nm. Further expo-
sures near 450 nm and 800 nm, of comparable duration to the present optical data, would
provide two additional flux points with high signal-to-noise.

To achieve a similar resolution at longer infrared wavelengths, it is will be necessary to
employ a 10m-class ground-based telescope with adaptive optics (e. g., in the 1–5µm range
with the CONICA-NAOS system on the ESO’s VLT). Such observations are needed to make a
further step and determine the spectrum of the excess emission. Smaller space-based infrared
telescopes, such as SIRTF (85 cm mirror, launch planned for 2002) or Herschel (3.5m mirror,
launch planned for 2007) with imaging capabilities at even longer wavelengths can be employed
to test the predictions of more detailed models, even if they will not reach a similar resolution.

Even further in the future, the unprecedented sensitivity and resolution of the planned
Atacama Large Millimeter Array (ALMA) will provide an important data point in the mil-
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limeter wavelength region, which is the largest gap in the currently achievable wavelength
coverage.

The inverse-Compton scenario for the X-ray emission makes strong predictions for emission
at the highest energies: the order of magnitude of the expected ultra-high-energy cutoff
frequency is given by γmax

2νCMB ≈ 1023 Hz, corresponding to very hard γ-rays. Because of
the required sensitivity in an accessible energy range, such predictions can only be tested with
the next generation of γ-ray telescopes (e. g., GLAST).

Further planned work concerned with the jet in 3C 273 includes high-frequency polarimetry
as well as an investigation of the differences between the optically bright outer part of the jet
discussed here, and the optically much fainter inner 10′′of the radio jet.

HST polarimetry of the jet in M87 has indicated that the electrons responsible for op-
tical and radio synchrotron emission are not entirely colocated there [83]. To do a similar
high-resolution optical polarimetry study of 3C 273 with the HST, we have embarked on a
collaboration with Eric Perlman (University of Maryland, Baltimore County). We have al-
ready secured guaranteed observing time to perform adaptive-optics assisted near-infrared
polarimetry of the jet at the ESO’s VLT, which will constitute the first high-resolution near-
infrared polarimetry of any extragalactic jet. The polarimetry is also expected to provide
new insight in the emission mechanism of the jet’s radio-quiet extensions, which will also be
observed spectroscopically.

To investigate the differences between the inner and outer jet (Sect. 2.2.3), deep optical
VLT imaging has been obtained. Further deep near-infrared observations will enable a com-
parison of the overall run of the synchrotron spectrum in the inner and outer jet halves and
be the first step towards an explanation of the sudden onset of bright optical synchrotron
emission half-way between core and hot spot.

Exciting new facts about the jet in 3C 273 have been revealed by the advances in optical
and radio observing technology. From the surprising observational facts encountered here,
more surprises are yet to be expected en route to an understanding of the physics of this
object. Current advances in numerical work are also expected to shed further light on the
structure and dynamics of jets. As an extreme object of its kind, 3C 273 will thus remain
high on the agenda of astrophysicists studying jet phenomena.



Appendix A

WFPC2 calibration issues

A.1 CCD calibration

The images worked with are in units of counts or Data Numbers (DN). At the chosen gain,
7.12± 0.30 detected photo-electrons (and hence photons) correspond to one DN ([8], 4.12).

All data reduction steps are described in Section 26.2.2 of [105].

A.1.1 A/D correction

Photons incident on the CCD detector liberate electrons from the semiconductor material
by excitation across the band gap from the valence to the conduction band. The charge
accumulated in each pixel of the detector is measured and converted to a digital signal. As
the analogue-to-digital (A/D) converter which converts the observed charge in each pixel to
a DN is imperfect, some DN values are reported with a wrong frequency. This systematic
error has been well characterised and is only a small effect. The A/D correction applies a
statistical correction based on an empirical calibration.

A.1.2 Bias level removal

The charge accumulated in each pixel is measured by electronic amplification and subsequent
conversion to a digital signal. In order to avoid the difficulties of measuring a charge near
zero, each pixel has an electronic pedestal so that A/D levels are well above zero. The mean
level of the bias has to be removed from the data frame to count only the “science charge”. It
is determined from the overscan region of the CCD. Overscans are additional readouts beyond
the last pixel, i. e., operation of the readout amplifier after the charge from all pixels in one
row has been shifted through the read-out register. The bias level is systematically different
for even and odd columns of the chip and hence determined and subtracted separately for
both.

A.1.3 Bias pattern subtraction

In addition to the global bias level, there are pixel-to-pixel variations of the bias. These
variations are measured by reading out the CCD array twice in rapid succession. The first
read-out resets all pixels to the bias value. The data frame obtained in the second read-
out (the so-called “zero-length exposure”) is just the bias value. The zero-length exposure is
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corrected for the bias level as described in Sect.A.1.2 and then contains only the bias pattern.
In practice, the bias pattern is obtained by averaging a large number of bias level-corrected
zero-length exposures, in order to avoid the introduction of extra noise. The correction frame
is subtracted from the science exposure.

Bias subtraction is expected to be accurate to 0.1 DN RMS.

A.1.4 Dark image subtraction

Because of thermal excitations of electrons from the valence to the conduction band of the
CCD semiconductor material, a small charge is detected every second even if there is no
radiation falling on the detector. CCDs are cooled to keep the average electron energy down
and thus reduce the dark current. A dark file is constructed from 10 long exposures with the
shutter closed. It is scaled to the exposure time of the science frame and then subtracted
from it.

Care has to be taken when the intrinsic noise of the science frame is very low. In this case,
the shot noise from the scaled dark frame may dominate the total noise and thus introduce
extra noise. The background of the U exposures is so low that this may be a problem. The
noise from the dark image will therefore be included in the consideration of errors.

In addition, there will be some warm pixels with a slightly elevated dark current. These
are a problem in principle, as they will positively bias the photometry of the jet. However,
warm pixels are fairly easy to reject. They are the only image artifact limited to exactly one
pixel; both point sources and cosmic ray events extend over more pixels. As we are combining
four and fourteen offset images in the R and U band respectively, any warm pixels with large
deviations will be removed by the cosmic ray rejection routine. Deviations of pixels with
smaller deviations will be dominated by the noise.

“Cold pixels”, which are pixels with a large negative reading, can be introduced by a
hot pixel in the dark frame. When the dark frame is subtracted from the science frame, the
hot pixel produces a negative spike. However, these are easily recognised and will pose no
problems. The use of the best currently available dark files instead of those used in the initial
pipeline has visibly reduced the number of warm pixels in the R-band exposure as well. The
dark subtraction is expected to be accurate to 0.1 DN/hr (worse for warm pixels).

In addition to the electronic dark current, there is a so-called dark glow correlated with
the cosmic ray rate during an exposure. It is believed to be due to luminescence induced
by cosmic rays in the MgF2 field flattener windows in front of the WFPC2 chips. In the
Planetary Camera, it dominates the total dark current. Due to the geometry of the windows,
the effect is stronger at the centre of the chips than at the edges. It is variable with cosmic
ray flux and hence with time. Therefore, the calibration dark frames may have a different
dark glow from the science frames and the standard dark subtraction may lead to a curvature
in the background. This effect is small even from edge to centre of the chip (2 e−/pixel) and
only slowly-varying. Hence, it behaves essentially like an additional background component
and will be corrected for by the background fitting (see Sect.A.3.4).

A.1.5 Flat-fielding

There are small-scale variations of the quantum efficiency of individual pixels, i. e., some
pixels record systematically more or less electrons for a fixed number of incident photons
than others. This is a multiplicative effect (the true number of counts per pixel is related to
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the detected number by a constant factor), in contrast to the previously considered ones which
are all additive (the detected number of counts is offset from the true number). After their
contributions to the read-out charge have been correctly subtracted, the remaining counts
on the chip are only due to the sky and sources. The pixel sensitivity variations result in
varying count levels in an image of a uniformly illuminated source. The image appears darker
where pixels are less sensitive. Such an image is used as flat-field frame. For the HST,
the flat-fields are combinations from pre-launch laboratory images and several on-orbit earth
flats contemporaneous with the observations. The former ones establish the pixel-to-pixel
sensitivity variations, while the latter ones provide information on large scales across the
chip. The science frame is divided by a flat-field frame normalised to unity in order to scale
the measured counts up or down to the true value.

The flat-fielding is accurate to better than 1% RMS on large scales, and to 0.3% on small
scales.

A.2 Noise considerations

The noise in HST exposures has the following components:

1. Source photon Poisson noise

2. Sky photon Poisson noise

3. Dark current Poisson noise

4. Gaussian readout noise

5. Digitisation noise

The sky background level has to be estimated and subtracted from the science frame to
obtain only the photon flux from the object. The signal to noise ratio (S/N) is then the ratio
of object photon flux to the total noise contained in each aperture used to measure the flux.
The background subtraction can only ever be correct to within the background noise.

Read noise and digitisation noise are constant for all exposures, regardless of the filter.
The dark noise is also independent of the filter and only a function of exposure time. Its
magnitude is about 0.005 e−/s for the Planetary Camera. The digitisation noise results from
the imperfect mapping of discrete count values to the continuous distribution of source and
sky photon flux. Its magnitude in electrons is estimated to be 1√

12
gain, i. e.,

√
4.1e− for the

7.24 e−/DN (“gain 7”) used in these exposures. For high background levels, this contribution
is insignificant, for low levels, this noise component has been included in the specification of
the read noise [8, Sect. 6.5.1]. It therefore need not be considered.

Readout noise is the noise in the signal chain of the CCD, such as the readout amplifier.
For the Planetary Camera chip in gain 7 mode, its magnitude is 5.24± 0.30e−.

The total width of the background count distribution is the joint effect of all these noise
sources. The level of the total background signal is the sum of the individual components,
its width the width of the convolution of all contributing noise distributions. As a CCD is a
counting device counting electrons, the error on each count reading is the Poisson noise on
the total electron counts including the dark current, convolved with the Gaussian distribution
of the read noise. Writing σ2

sky for the sky count variance, σ2
dark for dark e− count noise and
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σ2
RON for the read noise, the total variance of the electron count distribution is given by the

sum of individual variances,

σ2
e− = σ2

sky + σ2
dark + σ2

RON + σ2
obj + σ2

flat + σ2
darkframe , (A.1)

with σsky =
√

Nsky, σdark =
√

Ndark =
√

Idark × texp and σRON = 5.2e−, writing N to
designate electron counts. σ2

darkframe and σ2
flat are the noise due to the dark and flat-field

calibration files respectively. The noise in DN is then obtained by a simple scaling with the
gain g:

σDN =
σe−

g
. (A.2)

Writing C for the sky count rate measured on the calibrated frames, which are in units of
DN, equation A.2 and A.1 combine to

σDN =

√
g(C + S) + σ2

RN + Idark × texp + σ2
flat + σ2

darkframe

g
(A.3)

where S is the number of source counts measured above background. The signal to noise ratio
of a count measurement in any aperture is then

S/N =
gS√

g(S + C) + σ2
RN + σ2

dark + σ2
flat + σ2

darkframe

(A.4)

where both source counts and variances are summed over all pixels in the aperture. It is evi-
dent from this formula that the S/N increases by adding up several frames, as the numerator
grows linearly with observing time while the denominator consists of the square root of a sum
of terms growing linearly with either observation time (dark current, sky and source signal)
or with the number of exposures contributing (read noise, calibration frame variances). The
ratio therefore grows approximately with the square root of the number of frames summed
up if their observation time is similar.

The noise sources are of varying relative importance in the R and U filters, hence exposure
sets in each filter will be considered separately. Both noise level and width of the noise distri-
bution in individual frames and summed image will be considered and have to be satisfyingly
accounted for.

A.2.1 Noise of R images

The global sky background level and noise were determined from the histogram of pixel values
for each image. In the R filter, the expected background level for the ecliptic coordinates of
3C 273 is 0.02 e−/s/pix, or about 50 e−/pix for a 2500 s exposure (a typical value for
this set of observations). The total dark charge accumulated in such an exposure will be
12.5 e−/pix. The R exposures will therefore be sky background limited, but with still a
sizeable contribution from read noise. Thus, after the calibration, which has removed the
dark level, a background count level of ≈ 50

7.24 = 6.9 DN is expected. The expected noise
is 1

7

√
50 + 12.5 + (5.24)2 = 1.35 DN. Table A.1 shows the background levels and noise of

individual and summed exposures. The background level has been measured by locating the
peak of the pixel value histogram. A typical histogram is shown in Fig.A.1. The noise has
been obtained from statistics on an empty area of the frames.
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Data BG level BG noise
set exp. obs. exp. obs.

0101 6.57 6.75 1.32 1.59
0102 7.14 7.58 1.35 1.66
0104 7.43 7.93 1.37 1.65
0105 7.43 7.38 1.37 1.63
Sum 28.57 29.64 2.71 3.27

Table A.1: Expected and observed background counts and noise for R exposures

Figure A.1: Histogram of R-band (left) and U -band (right) background values

A.2.2 Noise of U images

In the U , the sky background level is much lower than in the R. In the Hubble Deep Field
(HDF) exposures, the median background level for F300W was near 0.0005 e−/s (see [33]),
or 1.25 DN in 2500 s. The WFPC2 handbook [8] indicates negligible background levels in
F300W. The observed background levels lie between near 0 and 1.1 (see Tab.A.2), i. e., they
are within the expected range. The Poisson noise on sky counts is therefore negligible and
these exposures will be limited primarily by the read noise. There is a contribution to the
total noise from the Poisson noise on the dark current. The latter contribution is especially
important when evaluating the S/N — it cannot be read off from the calibrated science frame
(before background subtraction) any more, but the subtracted dark level must be taken into
account as well.

Neglecting the background Poisson noise compared to the dark and read noise, the ex-
pected background noise in the U filter is 1

7

√
7× 0.5 + 12.5 + (5.24)2 = 0.9 DN, nearly inde-

pendent of the background. This agrees well with the observed values (Tab.A.2).

A.3 Image defects

A.3.1 The charge trap problem

There are a few pixels on each CCD acting as charge traps during detector readout. This
means that not all the charge of pixels in higher rows is transferred down a column, but
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Data set BG level BG noise
0106 0.22 1.01
0107 0.37 0.99
0108 0.53 0.96
010a 0.74 0.97
0201 0.33 0.98
0202 0.44 0.98
0203 0.74 0.99
0205 0.63 0.99
0206 1.12 1.01
0301 0.42 0.97
0302 0.38 0.99
0304 0.24 0.99
0305 0.17 1.00
0306 0.22 1.01
Expected sum 6.55 3.70
Sum image 5.73 4.32

Table A.2: Expected background counts and noise for U exposures. The last two rows show the level
and noise expected for the sum frame and the actually measured value.

Figure A.2: Charge transfer trap on R-band image. Left, before correction, right, after correction.

a constant fraction remains in the pixel (see [105], 26.4.3). This leads to bright streaks
appearing above objects or cosmic rays falling on a charge trap, and dark streaks above those
on empty sky. For the signal levels of the U exposures, the traps pose no serious problems.
They are clearly visible on the R exposures, though, as streaks (see Fig.A.2). These streaks
are not completely removed by the cosmic ray rejection (this is described further down in
Sect. A.3.3) because it is optimised to remove positive outliers, while part of the charge trap
effect is producing a negative outlier (inside the jet in Fig.A.2).

Some of the traps, including the one located inside the jet, are well characterised and the
fraction of trapped charge is known. In principle one can work out how much charge should
have been registered from how much charge was registered. Such a correction was attempted
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according to the prescription in [107]:

C∗
j =

Cj − Cj−1(1− T )
T

−B (A.5)

C and C∗ are the original and corrected pixel value above the background level B, the subscript
is the pixel number (increasing in the opposite sense to the readout direction) and T is the
transfer efficiency of the trap, which is 17% for this trap. Starting at the first pixel above the
trap, the “leftover” charge from the previous pixel is subtracted and the remaining charge
scaled up by the inverse of the transfer efficiency.

Figure A.3: Part of the column affected by the charge trap before (left) and after (right) the attempted
correction. The two peaks are due to cosmic ray hits. Their exponential decay can be seen. They have
been sharpened up by the charge transfer correction. However, noise peaks have also been sharpened up
where they should not have been.

It can be seen in Fig.A.3 that the exponential tails created by cosmic rays clocked through
the charge traps are sharpened up (near columns 650 and 700). However, this correction also
leads to an large increase in the background noise in rows above the affected pixel without
removing the charge trap effect completely. Hence, this way of correction was rejected as
unsuitable.

Instead, the part of the affected column inside the jet was replaced by a suitably scaled
copy from a different, offset exposure in which the same region of sky falls on a different
column. This is possible because the exposures have integer offsets with respect to each other.
Starting at the charge trap, 50 pixels along the column are replaced before CR rejection.
The one drawback of this method is the lower S/N of the corrected pixels, as only three
exposures contribute to the summed image at the affected sky coordinates instead of four.
This disadvantage is judged to be tolerable compared to the error made by omitting the
charge trap correction, which would have rendered parts of four columns of the jet image
faulty and introduced errors in the photometry. Instead of giving one (arbitrary) image twice
the weight in the summation in the affected regions, all three clean images could have been
given equal weight by averaging over these.

A.3.2 Horizontal smear

All images are affected by a bright horizontal streak across the chip in rows with saturated
pixels in the quasar core. It is only dimly visible in individual frames, but clearly visible in
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Figure A.4: R (left) and U (right) sum images. The greylevels are such that the expected background
level is white and black corresponds to twice this level. The smear is visible as increased background level
peaking at the columns containing the quasar core.

the summed frame (see Fig.A.4). This effect arises in the readout electronics, which continue
to detect spurious charge after a saturated pixel has been read out. The amount of detected
charge decays exponentially along a row and wraps around the edge of the chip to the next
row. Each saturated pixel contributes a constant offset. In addition, the background above
and below the streak is systematically different. Again, the effect can in principle be corrected
[47], but the decay length and offset are not well-characterised and seem to vary with time.
Hence, the correct parameters would have to be found by some sort of fitting. Instead of
attempting such a fit, the streak will be removed by the background fitting, if the affected
region of sky proves to be of interest at all.

A.3.3 Cosmic ray rejection

Hubble Space Telescope images are heavily affected by cosmic ray hits. The impact is more
severe than for earth-bound observations, as the atmosphere provides some shielding. Fig.A.5
shows a typical image after all data reduction steps have been applied. It is clear that
significantly more counts have been produced by cosmic ray hits than by source or sky photons.
The jet as such can hardly be made out on the U -band image.

In order to remove the cosmic ray hits, a κ-σ-clipping algorithm was used. An imple-
mentation of this algorithm is provided locally as command COSMIC/MEDIAN [36], part of the
photometry package MPIAPHOT running under the image analysis system MIDAS [24]. The
images in each filter are registered so that the sky coordinate is known for each pixel of each
individual exposure. In line with the discussion in Sect.B.2.2, these coordinates are relative
to those of the first R-band image. Henceforth, “pixel” is used to refer to those pixels mapped
onto identical positions on the sky, not identical physical detector pixels. For each pixel in
each filter, the median value of all exposures is computed. This median is then adopted as the
best estimate of the true pixel value. All pixels lying significantly (κ× σ) above the median
are considered to be cosmic rays.
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Figure A.5: Examples of individual data frames after reduction, but before cosmic ray rejection. Exposure
time ≈ 2500 s. Left, R-band, right, U -band.

As cosmic rays always have a higher signal than unaffected pixels and never a lower one, a
low-biased median of pixel values above background is generated. When an unbiased median
is used, not all cosmic ray hits are correctly identified for sets comprising only a few exposures
(like the present R-band images) because cosmic ray hits are so frequent that a pixel may
be affected in more than one exposure. All pixel values deviating more than κ× σ from the
median are replaced by the median, scaled according to the exposure time of each image. As
cosmic rays affect more than one pixel, there is a second iteration. In this, pixels adjacent
to those corrected in the first pass are considered again and corrected if they deviate by a
smaller κ. The values for κ used in the first and second pass were 4 and 2.5, respectively.
With this choice, about 35,000–50,000 pixels are corrected in each frame. This agrees well
with the expected 30,000–50,000 affected pixels in a fiducial 2500 s exposure (different values
according to [8] or the on-line Exposure Time Calculator [38]). Figure A.6 shows the same
images as Fig.A.5 after the correction algorithm has been applied.

After the correction for cosmic ray hits, the rejection log was examined in order to verify
that no pixels inside the jet image were affected by cosmic ray hits in all four R-band images.

A.3.4 Background fitting

Rather than fitting a globally constant background level, which would not reproduce the large-
scale variations of sky and other background effects (see Sect.A.3.2), a more sophisticated
fitting routine is employed allowing local variations. Polynomials are fitted to each row and
the coefficients of these polynomials smoothed across a fixed number of rows. The degree of
the polynomials is chosen as low as possible, usually second. Initially, only the region around
the jet is considered as this is the prime interest of the investigation. Areas containing the
jet pixels are masked out and disregarded by the fitting routine. The same sets of parameters
(degree of polynomial, smoothing, mask, region) for the fit are used both for the R and U
sum image.

To assess the quality of the fit, the following criteria are used:
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Figure A.6: The same images as in the previous figure, after application of the cosmic ray rejection
routine. Left, R-band, right, U -band.

• Median of background subtracted area

• Flatness of the background

Naturally, the mean of the resulting background should be as close to zero as possible so that
photometry of empty sky regions would lead to the expected zero flux. The flatness of the
background is determined by adding sky counts in small regions of 3×3 pixels (corresponding
to a 0.15” aperture) near the jet. The RMS scatter of the count levels in these small apertures
limits the accuracy with which the jet flux in corresponding apertures can be measured, in
addition to the intrinsic background noise.

In the R image, the background levels in these small apertures have a 1σ-scatter of 2.1 DN
before and 0.43 DN after the fit. The overall background level, again determined by a Gaussian
fit to the pixel value histogram as in Sect.A.2, is 0.032 DN per pixel; the median of background
values in a region containing no source is 0.061 DN per pixel. For the U , the scatter values
are 0.75 DN and 0.70 DN before and after fitting, respectively. The residual background
level after the fit is 0.14 DN per pixel, the median in an empty region of sky is 0.044 DN per
pixel. A comparison of these numbers for the two bands is only possible after the photometric
calibration, as identical count rates correspond to different physical fluxes and the exposure
times of both images are differing by a factor of three.



Appendix B

Alignment of images

B.1 Determination of the required accuracy

B.1.1 Misalignment of point sources

For an extended source, the greatest error in a flux measurement due to a misplaced weighting
function is made in the steepest intensity gradients. The steepest possible gradient is that
of the flanks of the PSF. The worst-case error for an extended source is then just the error
made when measuring a point source flux with a misplaced weighting function. The result a
flux measurement supposedly carried out at the peak of the point source image is the surface
integral over the PSF multiplied by the weighting function. Both are assumed to be Gaussian
bells. (This is appropriate for earth-bound seeing-convolved observations; the PSF of the
optical and especially the near-infrared camera on board the Hubble Space Telescope has
substantially more structure due to the primary mirror aberration and corrective optics and
because it is diffraction limited.)

Suppose the flux of a point source whose Gaussian PSF has a width σ is measured with
a weighting Gaussian of width σw. The resulting effective resolution is σeff =

√
σ2

ω + σ2. If
the weighting function is offset a distance ε from the centre of the point source, the measured
flux f(ε) corresponds to the integral

f(ε) ∝
∫ ∞

∞

∫ ∞

∞
e−

x2+y2

σ2 e
− (x−ε)2+y2

σ2
w dxdy

The true flux is f(ε = 0) and the fractional flux error is ∆f = f(ε)−f(0)
f(0) . After some straight-

forward but lengthy maths,

∆f = 1− e
ε2

2σ2
w

≈ ε2

2σ2
w

if
ε2

2σ2
w

¿ 1 (B.1)

⇔ ε

FWHMeff
=

√
∆f

4 ln(2)
≈ 0.6

√
∆f. (B.2)

With this formula, a 5% limit on the relative flux error is achieved by demanding that the mis-
alignment be less than 10% of the effective PSF full width. With the 0.′′2 effective resolution,
this means that the alignment error should be less than 0.′′02, equivalent to 0.44 Planetary
Camera pixels.
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B.1.2 Wrong PSF determination

If the assumed value for σ in the scaling factor (Eqn. 3.3) is not the correct value but in error
by some ε, the scaling factor is wrong and hence the obtained flux value. The relative error
on the flux measurement is

∆f = 1−
(

1 +
(σ + ε)2

σ2
w

)
÷

(
1 +

σ2

σ2
w

)

≈ 2εσ

σ2 + σ2
w

if ε ¿ σ (B.3)

⇔ ε

FWHM
=

FWHM2
eff

4
√

2 ln 2FWHM2
∆f ≈ FWHM2

eff

5FWHM2 ∆f (B.4)

For a 5% point source flux error, the PSF determination has to be accurate to about 1% if the
weighting PSF has the same width as the image PSF and thus the effective FWHM is twice
the intrinsic. It can be larger than that when the desired effective FWHM is much larger
than the intrinsic FWHM, as is true for the HST data considered here.

B.2 Pointing accuracy of HST

The HST can be rotated about all three axes. The observer specifies a desired pointing (in
right ascension and declination) and roll angle of the telescope. The actual pointing and roll
are measured during the observation. The pointing specifies a sky coordinate to be imaged
on a fixed position in the focal plane of the Science instrument used. This position, or
its camera pixel coordinates, is called the reference aperture. This is an absolute pointing
specification. In addition, an offset relative to the reference aperture can be specified. This is
called POS_TARG and moves the image in the focal plane, e. g., to enable a correction for chip
defects.

The achievable accuracy differs for absolute and relative measurements.

B.2.1 Absolute pointing

The absolute pointing of the telescope is established using a catalogue of guide star positions.
The guide stars are observed with the Fine Guidance Sensors (FGS). The FGS are interfer-
ometers which are the HST’s astrometric instruments. In these observations, two FGS were
used to point the telescope. One star is observed by each of the FGS, whose directions are
separated by about 90◦. From the star positions on the FGS, the position of the FGS in the
spacecraft reference frame and from the spacecraft velocity, a fit is derived to the celestial
coordinates of the guide stars. Knowing the position of the science instrument reference aper-
ture relative to the FGS, the pointing of the reference aperture is calculated. (See “Pointing
Calculations and Sources of Error” in Ch. 2 of [49].)

The limiting factor in determining the absolute pointing are the uncertainties of Guide
Star Catalogue positions, and transformation between the FGS and the Science Instrument,
in our case WFPC2. The GSC coordinates have typical RMS uncertainties of 0.′′5 in each
coordinate. The transformation from the FGS to WFPC2 introduces an error of order 0.′′1
(see [105], 28.4, [8], 7.7.1 and [49], Ch. 1). The resulting total error of 0.′′51 corresponds to
11 Planetary Camera pixels, i. e., the measured absolute pointing scatters this much about
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the true pointing. Hence, absolute coordinates as reported by the telescope should not be
used for astrometry, to align images from different telescopes, e. g. Where it is required, an
absolute pointing measurement should be obtained by independent astrometry of field objects
and a fit to observed on-chip positions, taking into account any distortion and scale change
effects.

A different issue to how accurately the pointing of any exposure can be known is the
question of the pointing repeatability, i. e., how far the executed pointings differ for two
identical requested pointings. This is discussed in Sect.B.2.2.

B.2.2 Relative pointing

The relative pointing error limits the accuracy with which all the images can be aligned for
summation and for calculation of the spectral index map. Even if we are not interested in the
absolute position, the pointing of any single exposure relative to all others in the program
has to be known to the required accuracy. The limiting issues are the pointing and roll angle
repeatability and accuracy of POS_TARG offsets. For the present case, where one exposure
takes up a complete orbit and the guide stars have to be reacquired at the beginning of each
exposure, a value better than 5 mas (0.1 pix) was typical in Hubble Deep Field exposures
([8], 7.7.3). The dominant error is the pointing repeatability. The additional POS_TARG from
the reference aperture position does not increase that error significantly.

When assessing relative pointing, there are again two contributors to the uncertainty:
first, the repeatability of the pointing of the telescope as such, and second, uncertainties in
the positions of the camera chips with respect to the vehicle frame.

The latter will not be a problem when assessing relative shifts as long as the relative
positions of the four camera chips remain constant to the desired accuracy. Although there
are long-term variations in the relative positions of the four WFPC2 chips of up to 100 mas,
the relative angles have been constant to 0.01 degrees. On the time-scales between exposures
in this program, no changes should occur.

The telescope pointing constancy during one exposure depends on the tracking mode of
the HST. For the present data set, the most accurate mode, “Two FGS Fine Lock Guiding”,
was employed. It uses the same two guide stars in the FGS as the pointing calculation, one
to establish the pointing and a second to fix the roll angle. Once the roll and pointing are
established, they remain very stable during an exposure. However, even if the same pointing
and roll are specified in two different exposures, there is a small non-repeatability as the roll
guide star is not necessarily placed at the same position on the second FGS.

The telescope experiences so-called “jitter”, vibrations due to thermal effects when enter-
ing or leaving the Earth’s shadow, e. g. These typically result in 2–3 mas RMS variations of
the pointing during an exposure (see Fig.B.1). Usually, the guide star lock is not lost. If the
jitter becomes too strong, however, the guide star lock is endangered. The pointing control
is temporarily transferred to the on-board gyroscopes if they detect a pointing deviation in
excess of 20 milliarcseconds. This is called a “recentering event”. During the recentering,
data continue to be acquired. It may thus lead to motion of the target in the focal plane or
blurring if it last for a significant fraction of the exposure time.

A flag indicates whether a recentering event has taken place for any given exposure.
Recentering occurred in two exposures of the exposures in this set. They lasted 4 and 6
seconds, respectively, which is negligible compared to the total frame exposure time. The
images and “jitter balls” show no signs of a pointing shift. If the jitter becomes even stronger,



96 APPENDIX B. ALIGNMENT OF IMAGES

Figure B.1: Left, Example of a “jitter ball”. The vehicle motion parallel to the telescope axes V2 and V3
at the position of the science instrument reference aperture, averaged in three-second intervals, is plotted.
Right, histograms of the jitter values along both axes. The zero-point is arbitrarily chosen as the average
of the first few jitter values.

the guide star lock will be given up and the stars reacquired later. This will take about three
minutes, during which the exposure is interrupted. The loss of lock is reported in the exposure.
No loss of lock occurred during these exposures.

The telescope records its pointing and roll every second. The resulting Observatory Log
file, also called jitter file, can in principle be used to establish the relative pointing between
exposures. The accuracy of these measurements is about 10–20 mas, corresponding to 0.2–0.4
pixels.

The most accurate determination of relative pointing can be achieved if shifts of at least
4–5 objects can be measured for each exposure. A single object will be more inaccurate than
the jitter file information because of the undersampling of the PSF by the camera pixels: at
300 nm, the diffraction limit of the HST’s primary mirror is 0.′′031, while the nominal pixel
size is 0.′′04554. The telescope PSF thus has a FWHM of 0.7 pixels. This undersampling leads
to errors on the results of centroiding routines. Moreover, not all photons heading for one
pixel actually liberate electrons which are counted in that pixel. This arises because some
photons are scattered by the electrode structure of the front-illuminated CCD at wavelengths
< 450 nm. Photons arriving near a pixel boundary are most likely to be scattered, which
means that the detected signal depends on the sub-pixel positioning of the input signal, e. g.,
a stellar image. This effect leads to some blurring of an originally sharp PSF [45].

The ability of the MIDAS [24] centring algorithm CENTER/MOMENT to find the true centre
of a stellar image on the present data frames is tested in the following way: an oversampled
Gaussian of varying width (FWHM 0.7–2.8 pixels representing both undersampled and well-
sampled PSFs on the Planetary Camera chip) is shifted by − 2/5 to + 3/5 of a pixel in steps
of 1/5 pixel. The “image” is then resampled to the original, larger pixel size. A frame
containing Poisson-distributed noise is added, to simulate sky background noise. With the
available routines, it is not easily possible to simulate a true Poisson noise on the star counts.
The central intensity of the Gaussian is held constant, so that the S/N of the central pixel
is constant and results with differing width are comparable. This simulates the observation
of an undersampled stellar image at various sub-pixel positions. The differences between the
true position of the Gaussian and that recorded by CENTER/MOMENT routines are plotted in
Fig. B.2. With the fixed central S/N , the wider Gaussians can be centered more accurately
because more fit points are available in the wings. The test is repeated with a constant
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Figure B.2: Scatter plots of the difference between the true and the measured centroid coordinates.
The dots and crosses refer to a central pixel S/N of ∼ 45 and 30, respectively. The FWHM used is 0.7
pixels (top left), 1.0 pixels (top right), 1.3 pixels (bottom left) and 1.6 pixels (bottom right). The bottom
four panels show the histograms of differences in both directions, in ascending FWHM order.

flux S/N summed over the whole PSF (central intensity inversely proportional to its width)
and with a constant flux contained in the PSF (central intensity inversely proportional to
its area). This changes the scattering behaviour as a function of width — a constant PSF
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S/N has similar scatter for all widths, while a constant total flux means broader PSFs have
a larger scatter. The overall magnitude of the effect remains the same, however. The values
determined in this way agree with an assessment by STScI staff (centroiding errors in excess
of the statistical uncertainties approximately uniformly distributed between −0.25 and 0.25
pixels (Lallo, priv. comm.)).

Additionally, one might imagine to study also the dependence of the fitted width on the
sub-pixel centring. This would require a more accurate modelling of the telescope PSF. The
real telescope PSF is much more complicated than either a Gaussian (most appropriate to a
seeing profile for earth-bound observations) or the sinc function of an ideal circular aperture,
because of the diffraction pattern caused by the secondary spider, the spherical aberration of
the primary which has caused plenty of gnashing of teeth and the corrective optics used to
remove these aberration effects. As we are not aiming to assess the capabilities of the HST in
principle, we leave the topic noting that the sub-pixel positioning and the centring algorithm
used do introduce an extra scatter.

The four centroidable objects are distributed on the four camera chips. In order to obtain
shifts in the frame of the Planetary Camera, the relative location and rotation of the four
camera chips has to be known.

The quasar core and at least two of the stars are saturated on the long exposures. There-
fore, one short exposure has been included per visit at the same pointing as one of the science
exposures. In this manner, there are non-saturated images enabling a centroiding measure-
ments and an accurate determination of the telescope pointing differences between visits.

The same absolute pointing was requested for all exposures. Relative offsets between them
were requested as POS_TARG. In this way, chip defects (e. g., “bad rows/columns”, hot pixels,
charge traps, see below) can be corrected for as the same area of sky has always been mapped
by at least two different regions on the chip. These relative shifts should be accurate to about
15 mas, corresponding to 0.3 pixels. Within one visit, the limiting factor will be the pointing
repeatability at 5 mas level (see above). The total error in the alignment is thus ≈ 16 mas,
corresponding to 0.35 pixels. This is comparable to the required alignment accuracy of 0.44
pixels.

The positions of the stars were measured using the task imcenter from the standard
software IRAF (Image Reduction and Analysis Facility), a centroiding algorithm which finds
the centres of gravity of the stellar images, independently in both coordinates (its internal
workings are identical to CENTER/MOMENT). The positions thus obtained are corrected for the
known and well-characterised geometric distortions of the WFPC2, using the metric task
provided by the Space Telescope Science Institute (STScI). To transform the shifts on the
different detectors to shifts in the systems of the PC, I used the plate scales and relative
rotation angles of the WFPC2 chips as determined by the STScI Observatory Support Group
for the date of the observations (Lallo, priv. comm.) (Tab.B.1). The positions of the stars
and shifts obtained from them are listed in Table B.2. An arbitrary image in the set then has
world coordinates (0., 0.) assigned to the centre of the bottom left pixel. All images have a
fixed scale (world coordinate change between neighbouring pixels) equal to the nominal pixel
size, 0.′′0455. The relative shifts then define the world coordinates of the same pixel of all
other frames.

There is an additional complication of this matter: a wavelength dependence of the pixel
scale. The images presented here differ in wavelength by a factor of two, the pixel scales
differ at the 0.1% level. This will affect the transformation of the stellar positions between
the frames of the different cameras. However, the results will be consistent for exposures in
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Chip Pixel scale Axis angle Rotation
x [”/pix] y[”/pix] x-axis y-axis wrt PC

PC1 0.04554 0.04552 134.69 224.69 0.00
WF2 0.09654 0.09963 224.22 314.22 89.53
WF3 0.09961 0.09951 314.52 44.52 179.83
WF4 0.09958 0.09967 45.09 135.09 270.40

Table B.1: Nominal scales and relative orientations of the WFPC2 detectors

Data Measured shifts Jitter file Commanded
set x [”] σx [”] y[”] σy [”] x [”] y[”] x [”] y[”]

0109 −0.520 0.012 0.514 0.015 −0.507 0.505 −0.501 0.501
0203 −0.185 0.017 −0.310 0.013 −0.167 −0.308 −0.167 −0.334
0304 −0.330 0.007 0.352 0.016 −0.331 0.359 −0.334 0.334

Table B.2: Shifts of short exposures in visits 2–4, relative to visit 1, obtained from centroids of four
objects, compared to commanded and jitter file shifts

any given filter. Care has to be exercised when aligning the exposures in two different filters.
A full discussion is deferred to Sect. B.3.

B.2.3 Telescope roll

The pointing fixes the position of the reference aperture on the celestial sphere, i. e., the
direction of the telescope optical axis. This leaves the roll angle unspecified, i. e., the rotation
of the telescope about the optical axis.

The desired roll angle is specified in the telescope’s frame U1,U2,U3 as the position angle
from North of the U3 axis and stored in the keyword ORIENT. U1 is an axis parallel to the
optical axis, U2 and U3 are fixed in the focal plane, with U3 pointing approximately along
the PC main diagonal (from pixel 1,1 to 800,800). Science frames contain a predicted value
for the roll angle both of the telescope and of the chip employed. The telescope’s roll angle
is stored as PA_V3, the position angle with respect to North of the V3 axis, which is an axis
antiparallel to the U3 axis. The orientation of the chip on the plane of the sky is specified as
ORIENTAT, which is the position angle of the detector’s y-axis on the plane of the sky. Both
values are merely calculated from the specified ORIENT using the camera position within the
vehicle frame.

In addition, the “jitter file” contains a measured value of the telescope’s roll angle,
ROLL_AVG. This is again the position angle of the telescope’s V3 axis at the position of the
reference aperture. The difference between the angle from North at the V1 axis (parallel to
U1) and that at the reference aperture position is only important for high declinations near
the celestial poles, where the spherical coordinate system becomes non-linear. As 3C 273 is
very close to the celestial equator, this correction will be unimportant. Similar to the pointing
accuracy, the roll accuracy has to be such that no differences greater than 0.′′02 occur between
different images. Assuming the quasar core can be placed at the same position on the chip
to a high accuracy, different roll angles will lead to a different position of the outer end of
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the jet at 20′′ separation. The desired roll angle accuracy is thus better than 0.◦057 = 3′26′′

which just produces a 0.′′02 difference over 20” separation.
The roll repeatability (roll angle difference between exposures with identical roll requested)

is at the 0.◦003 (10”) level [49]. The achieved roll angle was obtained from the jitter files. For
the WFPC2 images, there were systematic offsets between visits, but only at the 6” level
i. e., well below the desired values. The images were thus taken to be all at constant roll
angle. The NICMOS exposures were taken at one of two different roll angles (see Sect. 2.2.5),
the first two visits at 81.◦51 and the third visit at 85.◦51. Changes within one visit are below
the arcsecond level and thus negligible.

Apart from the roll repeatability, an error in the combination of images from different
instruments might also arise from the lack of knowledge of the absolute rotation angle of
the two cameras within the HST’s focal plane. There is, e. g., a difference of order 0.◦2 in
the quoted rotation angle of the WFPC2 camera within the focal plane between the current
values in Lallo [50] and the values provided with the images, which are taken from Cox [18].
After consultation with STScI staff (M. Lallo, priv.comm.), we chose the rotation angle as
provided with the observations, rather than the “current” value.

B.3 Geometric distortions of the focal plane

The focal surface of the Planetary Camera camera is not exactly a plane, so that the sky
is not mapped onto the chip by a simple linear transformation. This has to be accounted
for when measuring fluxes at different positions in the jet, and especially when comparing
two images directly. For the project involving flux measurements on data frames taken by
various different instruments, the choice method will be the transformation of the desired sky
coordinates into the system of each data frame. This is discussed fully in Sect. 3.1. For the
combination of the WFPC2 frames to the optical spectral index map presented in [42], the
following procedure is sufficient.

As indicated in [103], there is a wavelength dependence of the sky-to-chip transformation.
This is introduced by differential refraction in the MgF2 field-flattener window in front of the
camera. The filters themselves all introduce the same focus shift and thus do not contribute
a further wavelength-dependence. Earlier investigations of the geometry of the focal surface
did not include this wavelength dependence [37]. The transformation needed to remove the
geometric distortion to sufficient accuracy over the whole chip is a bicubic transformation.
Its coefficients are given in a form such that a corrected image has the same scale as an image
taken at a wavelength of 555 nm.

To first order, the geometric distortion is a pixel scale change. When two frames at dif-
ferent wavelengths have been aligned perfectly using a point source, objects away from the
alignment reference will not coincide. This scale change has to be accounted for, especially
when performing an operation like constructing a spectral image map, which involves a di-
vision of the two images. A scale difference will introduce spurious gradients in the result.
As discussed above (Sect. B.1.1), the difference in the apparent positions of two images of a
source taken through different filters must be less than 10% of the size of an effective resolu-
tion element. If the quasar core images are made to coincide, the images of the head of the
jet at 20′′ ∼ 450 pixels separation have to coincide to better than 0.44 pixels. This means
that the scale difference has to be less than 0.44

450 ∼ 0.1% (assuming there are no other effects).
From the theoretical parameters given in [103] obtained by a raytracing algorithm for the
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Figure B.3: Left, U -band image of R136. The stars whose positions were determined are encircled.
Right, difference of star separations between U and R-Band ∆S plotted against separation S on R-band
image, together with best-fitting straight line. The difference grows systematically with the separation,
indicating a scale change. The slope of the line is 1.14×10−3, the intercept with the ordinate is 0.2×10−2

camera optics, the relative scale change is of the order of one part in 1000 between 300 nm
and 600 nm which are the central wavelengths of the filters employed here. The effect is thus
large enough to be significant. Note that to higher orders than the linear, the distortion not
only changes the position of objects on the chip, but also reduces the area of sky mapped on
one camera pixel near the corners of the chip. As the jet is imaged near the centre of the
camera chip in all frames and the distortion parameters are negligibly small in this central
region, the non-linear distortion term has no significant effect within one frame.

With the scale difference, using the quasar as position reference is the only way to align
the exposures in the different filters. As only relative shifts are known accurately, it would
otherwise be unclear where the common reference point of the two exposures might be.

The scale difference was confirmed experimentally by analysing two images of the stellar
cluster R136 (Fig. B.3) taken through filters similar in wavelength to those used in the present
work. The images were obtained from the archive of HST exposures1. For a number of well-
isolated well-exposed stars, positions are determined on the Planetary Camera chip by fitting a
two-dimensional Gaussian to the stellar images. The distances to an (arbitrary) reference star
are computed in both filters. If there is a scale difference, the distances will be systematically
larger in one filter compared to the other.

Such a scale difference does indeed exist, as can be seen from the plot in Fig.B.3. The
parameters of the least-squares-fit line are tabulated in Tab.B.3. The slope of the best-fit
line is the scale factor between the two plate scales. The measured separations on chip are
systematically larger by ∼ 0.1% in the U -band than in the R, i. e., the scale of the U -band
image is 0.1% smaller than that of the R-band image. The expected significant scale difference
between the filters has thus been confirmed. Its effect has to be removed.

In order to remove the scale difference, the images were resampled by linear interpolation
to a common pixel size. This was chosen as one tenth of the average plate scale of the two

1proposal 5589, PI John Trauger
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Slope and error Intercept and error Corr. coeff.
Original 1.14×10−3 0.04×10−3 0.2×10−2 8.8×10−3 0.94

After resampling 0 0 2.0×10−2 6.6×10−3 0.02

Table B.3: Parameters of the linear least squares fit of difference in separation ∆S against separation S
on the R-band image. ∆S and S are uncorrelated on the processed image, showing that the scale difference
has been removed.

frames. This reduces the mismatch by a factor of ten, to a negligible 0.01%, or 0.05 pixels.
To verify the usefulness of this approach, the images of R136 have been subjected to the same
treatment. On the resampled images, the scale difference has been removed. ∆S is now of
the order of the centroiding accuracy in the undersampled U -band image (cf. Sect. B.2.2) for
all values of S, with the exception of a few outliers which are most likely centring errors (not
included in the fit).

In summary, the best way of stacking the images to a final version is the following: within
one visits, rely on the jitter file information. All stellar objects are overexposed on the long
exposures, so accurate centroiding is not possible. All long exposures within one visit are
summed directly. This is possible because the offsets within one visit are in integer pixel
steps. The alignment of the three U visits relative to each other is done with the centroiding
measurements on the short exposures (Tab.B.2). The U visits are summed up only after the
rebinning, as the offsets between visits are nearer 1/6th of a pixel. Finally, the position of the
quasar core as obtained on the short exposure is used to align the R and U images with each
other — the scale difference between the filters leaves no other choice for the fixed common
reference point.



Appendix C

Investigation of IR-optical spectral
gradients

The infrared-optical spectral index map presented in Sect. 3.5.2 showed a gradient typical
of a misalignment. We consider here whether the gradient could be spurious and due to a
misalignment or a wrong subtraction of the diffraction spike.

C.1 Possibility of misalignment

To check the magnitude of any possible misalignment or rotation which might have introduced
a spurious gradient, we shift and/or rotate the infrared and optical photometry positions with
respect to each other.

C.1.1 Shifts

Shifting the photometry apertures on the infrared images with respect to the optical image
does not lead to an absence of a gradient, it appears either at the inner or at the outer end. To
asses whether there might be systematic errors in one visit leading to the observed gradient,
we considered photometry performed separately only the images from each visit.

An attempt was undertaken to derive the shifts between the photometry results deter-
mined separately from individual visits. A shift perpendicular to the jet direction of order
0.′′03 was indeed detected; however, the magnitude of the shift between two images varied by
factors of up to 2, depending on the pixel size used for the photometry. The attempt therefore
proved inconclusive.

We conclude that there is an error in the determination of the pointing from the jitter
files of the order of 0.′′03, which is the desired accuracy. Even if the relative pointing of all the
near-infrared frames with respect to each other could be established by some other means, by
cross-correlating the images, e. g., it is impossible to derive an accurate value for the relative
shift to images at other wavelengths. Since spectral index features are in essence due to
morphological differences, morphological features at different wavelengths must not be used
to perform an alignment, as this method might erase information that is present.

103



104 APPENDIX C. INVESTIGATION OF IR-OPTICAL SPECTRAL GRADIENTS

C.1.2 Rotations

Including rotations does make the spectral index map more symmetrical. However, the mag-
nitude of the rotation about the centre of the index map needs to be of the order of a few
degrees to produce a noticeable effect. This is far exceeding the nominal roll accuracy of the
HST of 0.◦003 (cf. “Telescope roll” on page 99). Since the rotation that needs to be applied to
remove the gradient is much larger than any rotation that might arise from one of the known
error sources, we cannot explain the gradient as being spurious and due to a rotation error.

C.2 Possibility of diffraction spike subtraction error

An error in the modelling and subtraction of the diffraction spike (Sect. 2.2.5) might be an
error source for the spectral index. For this to be possible, the residual of the spike subtraction
needs to be comparable to the jet signal. The total signal in the diffraction spike, scaled to
the sum image of the first two visits, is ≈ 1.4× 106 photoelectrons, compared to a jet signal
(after the spike subtraction) of 7.4× 106 photoelectrons. In region A (13′′ from the core), the
jet signal per pixel is typically around 5000 photoelectrons, and up to 7000 photoelectrons at
the brightness peak. In comparison, the spike signal amounts to a few hundred photoelectrons
per pixel. Even without a correction for the spike, it contributes at most 10% of the jet signal.
A given relative flux error leads to the same relative error in the spectral index (Eqn. 3.6),
so the spectral index error due to a wrong spike subtraction cannot be larger than 10%. At
larger angles from the quasar, the diffraction spike signal decreases (Fig. 2.13) and the image
appears cosmetically better (Fig. 2.14), so the residual error is expected to be significantly
below 10%.

A spectral index map generated only from the third visit, which is not affected by the
spike, is not qualitatively different from the spectral index map generated from all images;
the only change is a slight decrease of the transverse gradient at the inner end. Any error
due to the spike subtraction cannot therefore cause the observed gradient.

C.3 Conclusion

None of the considered error sources (shifts, rotations) can account for the spectral gradient.
Residual pointing errors at the 0.′′03 level are impossible to correct, since no other method
to establish the telescope’s true pointing than use of the “jitter files” is available. Further
observations are needed to clarify the issue.



Appendix D

Physical background

D.1 Physics of synchrotron radiation

The observations of extragalactic radio sources clearly show that the emission is due to the
synchrotron mechanism. As a convenient overview, important results from the theory of
synchrotron radiation are summarised here. Full derivations will not be reproduced; they are
given in [56], [78] or [91], e. g. SI units are used throughout.

D.1.1 Radiation of individual charged particles

A moving charge has an electric field whose strength has a 1
r2 dependence, exactly like a static

charge. An accelerated charge, however, has an electric field E varying with the inverse of the
distance. This means that the total energy of the field threading spherical shells of increasing
radius r remains constant, i. e., energy is radiated: the flux is given by the Poynting vector,
P ∝ E × B ∝ |E|2 ∝ 1

r2 . Hence, the total energy = flux · area ∝ 1
r2 · r2 crossing any shell

remains constant and energy can be transmitted to large distances.
A particle of mass m and electromagnetic charge q moving in a magnetic field B at velocity

v with magnitude βc experiences the familiar Lorentz force F = q(E + v ×B) perpendicular
to both the field direction and the direction of its velocity, causing it to follow a helical
path. The motion of the particle can be thought of as the superposition of two motions:
motion of the guiding centre at constant speed parallel to the magnetic field and a circular
motion around the guiding center. The speed of the former is the component of the particle’s
initial velocity v parallel to the field, v·B

|B| . The pitch angle ψ of the helix is then given by
cosψ = v·B

|v||B| . The circular frequency of the motion about the guiding center is called the
relativistic gyrofrequency ωr:

ωr =
qB

γm
(D.1)

where γ = (1 − β2)−
1/2 . It is related to the non-relativistic gyrofrequency ωg through the

additional factor γ in the denominator: ωr = ωg

γ . The acceleration towards the guiding center
causes the particle to emit radiation. In the case of charges moving at relativistic velocities,
the radiation is called synchrotron radiation, as it was first observed in particle accelerators
of the synchrotron type [23]. The total energy loss (or cooling) rate of a relativistic particle
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due to synchrotron radiation is

−
(

dE

dt

)
=

q4B2

6πε0cm2
β2γ2 sin2 ψ (D.2)

Because of the inverse dependence on the particle’s mass squared, radiation losses by protons
or other nuclei are much smaller than those by electrons. (The energy loss of positrons is
identical to that of electrons, only the polarisation properties are different. For simplicity, we
mention just “electrons” instead of “electrons or positrons”). The synchrotron radiation from
radio sources will therefore be dominated by emission from electrons. All following formulae
will therefore be written with the electron charge e and mass me. For an electron, some of
the physical constants in Eqn.D.2 can be joined into the Thomson cross-section σT. As the
square of the magnetic induction appears, the magnetic field can be expressed in terms of its
energy density Umag = B2

2µ0
:

−
(

dE

dt

)
= 2σTcUmagβ

2γ2 sin2 ψ (D.3)

This equation applies to particles with a fixed pitch angle. Averaging over an isotropic pitch
angle distribution p(ψ)dψ = 1

2 sinψdψ yields

−
(

dE

dt

)
=

4
3
σTcUmagβ

2γ2

= 1.058× 10−14
(

B

T

)2

γ2β2W (D.4)

This is appropriate for an ensemble average over an electron distribution isotropic in pitch
angle, or as life-time average for one given electron assumed to undergo a large number of
scattering events before losing a significant fraction of its energy. The lifetime of an electron
with energy E against synchrotron radiation cooling is approximately

τr ≈ E

−dE
dt

=
γ

−dγ
dt

= 1.66× 104
(

γ
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)−1 (
B sinψ

nT

)−2

yr (D.5)

Since the energy loss is dependent on the square of the energy, this is not an e-folding time: a
particle will lose most of its energy in this time. Note that the lifetime is inversely proportional
to the energy. The lifetime can be turned into a synchrotron loss scale, the maximum distance
a particle with initial Lorentz factor γ can travel in a field B:

λloss ≤ cτr ≈ 5
β

(
γ

107

)−1 (
B sinψ

nT

)−2

kpc (D.6)

As already shown by Liénard in 1898 [54], the radiation of a highly relativistic charge is
beamed into the forward direction. Most of the power is emitted into a cone of half-opening
angle θ given by

θ = γ−1 =
mc2

E
(D.7)

where β = v/c and E is the total energy of the particle. Because of the beaming, part of
a particle’s trajectory has to be along the line of sight to the observer for any radiation to
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Figure D.1: Radiation pattern of a relativistic accelerated charge. (a) shows the pattern in the charge
rest frame, (b) the pattern as seen by an external observer. (c) illustrates the condition for observation
of radiation from the charge during a short part of the helical trajectory in a magnetic field. Figure 18.5
from [56]

be observed at all. When the particle moves in a magnetic field, the beaming cone sweeps
through the line of sight only for that part of the trajectory during which the angle between
the direction of motion and the line of sight is smaller than 1/γ (Fig.D.1). As the beaming
implies that an electron emitting observed radiation moves along the line of sight towards the
observer, ψ is just the angle between the magnetic field vector B and the line of sight.

The observer only sees a short pulse of radiation as the beaming cone sweeps through
the line of sight. For this reason, the observed power spectrum is not that instantaneously
emitted by the electron, but the Fourier transform of the short pulse (accounting for time
dilation and Doppler shifting). There is therefore a maximum frequency of the radiation in
the pulse much higher than the gyrofrequency ωg, corresponding to the inverse of the pulse
duration. Following the argument in [56] (p. 238), the pulse duration is roughly ∆t ≈ 1

2γ2ωg.
The maximum frequency observed then turns out as ν ∼ γ2νg sinψ for a particle at arbitrary
pitch angle ψ.

An exact calculation of the spectrum of an ultra-relativistic electron in a magnetic field
([91] or [56], e. g.) shows that the spectrum is continuous, but with a sharp peak, and extends
to larger frequencies than just described. There is a characteristic frequency νc which is
useful in parameterising some of the integrals occurring in the detailed maths. It roughly
corresponds to the frequency at which the total power spectrum peaks; in fact, the maximum
is at 0.29νc with

νc =
3
2
γ2νg sinψ =

3
4π

e

m
γ2B sinψ (D.8)

The presence of a significant synchrotron emission at a frequency νobs implies that there
are particles with the “correct” combination of γ2 and B sinψ such that νc ≈ νobs. With
the critical frequency, Eqn.D.6 can be rewritten to give the maximum distance a particle
radiating at a frequency ν ≈ νc can travel. One obtains a loss scale of a few kiloparsec for
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Figure D.2: Shape of the synchrotron spectrum emitted by a single charged particle

photons radiating ultraviolet light (ν ≈ 1015 Hz) in a field of 1 nT:

λ(ν) ∼< 1.6 kpc
(

ν

1015Hz

)− 1
2

(
B sinψ

nT

)− 3
2

(D.9)

The emissivity is different in the two polarisations, parallel and perpendicular to the
magnetic field. The radiation is therefore polarised. The total synchrotron spectral power (in
both polarisations) emitted by a single electron is

w(ν) =
√

3e3B sinψ

4πε0cme
F (x) (D.10)

(elegantly derived in [91]), where F (x) is related to a modified Bessel function1 and x ≡ ν
νc

.
F (x) is tabulated, e. g., in [78]. A plot of F (x) is shown in Fig.D.2.

For the qualitative analysis, we summarise here the dependence of the total emitted power,
emissivity, characteristic frequency and lifetime as function of the magnetic field B, and
dimensionless energy factor γ:

• Power loss:

−
(

dE

dt

)
= 1.1× 10−20

(
B sinψ

nT

)2

β2
(

γ

106

)2

W (D.11)

• Loss scale for electrons emitting at frequency ν and wavelength λ:

λloss ∼< 1.6 kpc
(

ν

1015Hz

)− 1
2

(
B sinψ

nT

)− 3
2

= 1.6 kpc
(

λ

300nm

) 1
2

(
B sinψ

nT

)− 3
2

(D.12)

1F (x) = x
∫∞

x
K 5/3

(z)dz where K 5/3
is the modified Bessel function of order 5/3
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• Lifetime:

τr ≈ 1.66× 104
(

γ

107

)−1 (
B sinψ

nT

)−2

yr (D.13)

• Characteristic frequency:

νc = 4.2× 1015
(

γ

107

)2 (
B sinψ

nT

)
Hz (D.14)

• Spectral power:

w(ν) = 2.34× 10−34
(

B sinψ

nT

)
WHz−1F

(
ν

νc

)
(D.15)

D.1.2 Emission of an ensemble of electrons

The radiation we observe is emitted by many electrons, and many electrons of different en-
ergies contribute to emission at a given frequency from a fixed region of a source. The total
emissivity at a given frequency is therefore given by the convolution integral of the number
density of electrons with energy in the interval E → E + dE, written as n(E)dE, and the
spectral power w of one electron of that energy:

J(ν) =
∫ ∞

0
w

(
ν

νc(E)

)
n(E)dE (D.16)

As a reminder that the emissivity depends on the electron energy through the critical fre-
quency, νcis written as function of energy, νc(E). It is also assumed here that the distribution
n(E)dE is isotropic in pitch angle ψ (νc also depends on ψ through Eqn.D.8).

Simplest case: electrons in a homogeneous, uniform field

The emissivity is proportional to the function F (x). Its sharply-peaked shape corresponds
roughly to a δ-function. A convolution of any function with a δ-function leaves the shape
of that function unchanged, in this case the electron distribution in energy n(E). Since the
observed spectra have a power-law shape I(ν) ∝ να, the electron distribution is also assumed
to be of this form, i. e., n(E)dE = κE−pdE. This argument can be taken further to derive
the relation between the exponents α and p: as all of the electron’s energy is assumed to be
radiated at one frequency, the emissivity (Eqn.D.16) can then be expressed

J(ν)dν =
(
−dE

dt

)
n(E)dE

Upon writing all terms on the right in terms of ν and the gyrofrequency νg, the following
dependences of J(ν) are obtained:

J(ν) ∝ κ(B sinψ)(p+1)/2ν−(p−1)/2 (D.17)

If one chooses to introduce a certain pitch angle distribution function, the dependence on the
field B remains unchanged. The integration over pitch angles then only leads to different
proportionality factors.
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The emissivity power-law exponent α is related to the electron energy exponent p by

α = −p− 1
2

. (D.18)

For radio jets and lobes, exponents α ≈ −0.5 → 1 are common, so that the “average” value for
p will be about 2.5. This is a test for theories of particle acceleration in extragalactic radio
sources (which will be considered in Sect. 1.1.3). A valid theory has to predict (or rather,
postdict) the correct exponent for the accelerated electron spectrum. Although the shape of
the emission spectrum from an electron distribution is the same as the energy spectrum of the
electrons, its exponent is different. This arises from the quadratic dependence of the emitted
frequency on the electron energy (Eqn. 4.1).

The convolution integral can also be evaluated exactly for each pitch angle. This only
gives slightly different proportionality factors but no different functional form.

More realistic scenarios

In general, the magnetic field in an extragalactic radio source is not expected to be homoge-
neous on large scales. In addition, any line of sight is integrating the volume emissivity along
the line of sight to give a surface emissivity. If there is turbulence, the field may be randomly
“tangled”, stretched and/or compressed, so that a distribution of pitch angles is observed in a
telescope beam. Also, a single electron may be scattered during its trajectory so that all pitch
angles are equally likely during its life-time (cf. Sect.D.1.1). The emissivity is therefore often
averaged over an isotropic pitch angle distribution. The shape of the integrated spectrum
remains the same, however. Isotropy is commonly assumed, but it should be stressed that
this is an assumption.

A second point has to be addressed which has been ignored so far. All calculations above
assume that the power-law distribution of electrons extends to infinite energies. Whatever the
acceleration process, there will in fact be a maximum attainable electron energy (considered
in more detail in Sect. 1.1.3). At frequencies corresponding to electron energies (through νc,
Eqn.D.8) above the maximum electron energy, there will be no significant emission and the
spectrum exhibits a high-frequency cutoff.

If the particles are accelerated in one region of the source and then travel within an
extended source, for example, down a jet or into a radio lobe, the shape of the spectrum varies
with position within, because high-energy particles lose a larger fraction of their energy per
unit time than low-energy particles. This variation occurs even for a homogeneous field. The
change of cutoff frequency over the source could be traced exactly only with a telescope which
resolves the smallest emitting regions. A telescope beam with a typical spatial resolution of at
least a few parsec will integrate the spectra over a large part of the source. The superposition
of spectra with different cutoff frequencies results in a power-law spectrum with a break [34].
At low frequencies, the spectrum remains unchanged. Above the break energy, it can be shown
that the electron spectrum becomes one power steeper (i. e., , of the form n(E)dE ∝ E−p−1)
so that the emission spectrum is changed to I(ν) ∝ να− 1

2 using Eqn.D.18. Above the cutoff
frequency, the emissivity drops to zero. Spectra of this kind have been observed in a number
of hot spots of extragalactic radio sources, all of which show optical synchrotron emission
[66, 68].
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D.2 Cosmological distances

For reference, we summarise cosmological formulae here. In order to convert the received flux
F from an astronomical object at redshift z into the emitted luminosity L, the luminosity
distance dLto a source is defined as

dL
2 =

L

4πF
. (D.19)

The luminosity distance is related to the comoving coordinate distance $ by

dL = $(1 + z). (D.20)

In order to convert an angular size into a physical size (in the limit of small angles), the
angular size is multiplied by the proper or angular diameter distance dθ, given by

dθ = $/(1 + z). (D.21)

In a general cosmology with non-zero cosmological constant Λ, expression for the $ as function
of z is an integral that can only be evaluated numerically [43]. For small redshifts, this
expression for the proper distance can be approximated to first order in z as

dL =
cz

H0
(1 +

1
2
(1− q0)z), (D.22)

where the deceleration parameter q0 is given in terms of the matter density parameter Ω0 and
the energy density parameter associated with the cosmological constant ΩΛ by

q0 =
1
2
Ω0 − ΩΛ. (D.23)

We shall use H0 = 70h70 km s−1 Mpc−1 [28] and Ω0 = 0.3, ΩΛ = 0/7 as indicated by the
most recent results [39, e. g.]. For 3C 273’s redshift of z = 0.158 [97], we obtain

dL = 760 Mpc, dθ = 565 Mpc (D.24)

so that 1′′corresponds to 2.7h−1
70 kpc.
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[65] Meisenheimer, K. & Röser, H. J. 1993, in Astronomy and Astrophysics, Extension and
Supplement to Volume 2, Subvolume a: Instruments, Methods, Solar System, ed. H. H.
Voigt, Landolt-Börnstein (Springer-Verlag, Heidelberg), 17–33 3
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[67] Meisenheimer, K., Röser, H.-J., & Schlötelburg, M. 1996, A&A, 307, 61+ 3.5.3

[68] Meisenheimer, K., Yates, M. G., & Röser, H.-J. 1997, A&A, 325, 57 1.1.2, 1.1.4, 3.3.2,
4.1, 4.3, 10, 4.4, 5.1, 6.1, D.1.2

[69] Mirabel, I. F., Rodriguez, L. F., Cordier, B., Paul, J., & Lebrun, F. 1992, Nat, 358, 215
1

[70] Myers, S. T. & Spangler, S. R. 1985, ApJ, 291, 52 4.3.1

[71] Neumann, M. 1995, PhD thesis, Universität Heidelberg 1.1.5, 3.5.3, 4.3.1, 1

[72] Neumann, M., Meisenheimer, K., Roeser, H. ., & Fink, H. H. 1997, A&A, 318, 383
1.1.5
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