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Abstract

Dwarf galaxies in the Milky Way (MW) system provide us with important informa-
tion of the star formation in the early Universe. In particular, extremely metal-poor
stars in them are likely to form in the environment that is directly influenced by
the first stars. In this thesis, I utilise the semi-analytic code a-sloth to study the
properties of these dwarf galaxies. A new star formation model that allows tracking
of individual stars is implemented. The star formation efficiency is important in
determining the stellar mass of ultra-faint galaxies at z = 0. To better quantify
the goodness-of-fit of the physical models, I develop a new analysis method, which
utilises the unsupervised clustering. With this method, the results suggest that the
fiducial model cannot reproduce the mean metallicity of the dwarf galaxies. A tem-
porary improvement of the model is implemented and the goodness-of-fit improves
by a factor of 2, compared to the fiducial model. I further analyse the location
of EMP stars of MW/M31-like systems in the hydrodynamical simulation TNG50.
The analysis is based on the spatial and kinematic information of stars. I find that
EMP stars reside mostly in the Stellar halo in the galaxy, regardless of the definition
of EMP stars. The model and analysis methods introduced in this thesis provide
a new framework for future works to understand dwarf galaxy formation and stars
that reside in them.

Zusammenfassung

Die kleine Galaxien in das System des Milchstraße bieten uns wichtige Informa-
tionen über die Sternentstehung in dem Anfang des Universums an. Extrem met-
allarme Sterne der kleinen Galaxien formieren wahrscheinlich in der Umgebung,
die direkt von den ersten Sterne beeinflusst. In dieser Arbeit verwende ich den
semi-analytischen Code a-sloth, um die Eigenschaften dieser kleine Galaxien zu
untersuchen. Ich habe ein neues Sternentstehungsmodell implementiert, dass eine
Verfolgung der einzelnen Sterne möglich ist. Die Sternentstehungseffizienz ist wichtig
in Bestimmung der Sternmasse der kleine Galaxien bei z = 0. Zur besseren Quan-
tifizierung der Anpassungsgüte der physikalischen Modelle habe ich eine neue Anal-
ysemethode entwickelt, die verwendet das unüberwachte Clustering. Mit dieser
Methode deuten die Ergebnisse darauf hin, dass die Das Bezugsmodell kann die mit-
tlere Metallizität der Galaxien nicht reproduzieren. Eine temporäre Verbesserung
des Modells wird implementiert und die Anpassungsgüte verbessert sich um den
Faktor 2 im Vergleich zum Fiducial-Modell. Ich analysiere weiter den Standort von
EMP-Sterne der MW/M31 Systems in der hydrodynamischen Simulation TNG50.
Die Analyse basiert auf der räumliche und kinetische Information von Sternen. Ich
finde, dass EMP-Sterne hauptsächlich in den Stellar halo der Galaxie liegen, un-
abhängig von der Definition der EMP-Sterne. Die vorgestellten Modell und Anal-
ysemethoden in dieser Arbeit bieten einen neuen Rahmen für zukünftige Arbeiten
zum Verständnis der Entstehung von kleine Galaxien und Sterne, die in ihnen
wohnen.
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1
Introduction

Our understanding of the Universe starts with the Milky Way (MW), our host

galaxy. Long before any theory has been formalised, human had been looking at

the sky and discovered many interesting phenomena. With the development of ob-

servational technology, we are now able to look beyond the MW and observe the

Universe at its different evolutionary stages. However, how exactly the MW along

with its satellite galaxies form and evolve to what we observe today remains an

unresolved problem. Despite efforts of many decades, new observational discoveries

continue to challenge our understanding of galaxy formation and evolution. These

new discoveries include but not limited to precise spatial distribution, kinetic infor-

mation (Gaia Collaboration et al., 2016, 2022b) and elemental abundances (Gaia

Collaboration et al., 2022a) of stars in the MW, and the abundance and properties

of MW satellite galaxies (Muñoz et al., 2018; Simon, 2019; Battaglia and Nipoti,

2022, and the references therein). This thesis aims to understand the formation of

stars in the MW and its satellites from the theoretical perspective.

1.1 Cosmological context

The widely-accepted and mostly used model that describes the composition of the

Universe is the Λ Cold Dark Matter (ΛCDM) model. The Universe is homogeneous

and isotropic on the large scale and can be divided into three main components:

dark energy, dark matter, and baryons. With no observations of it to-date, the dark

energy is responsible to explain the accelerating expansion of the Universe. Dark

matter is assumed to only interact with other components through gravity and it

is the dominant source of providing the gravitational field for galaxy formation.

Observational support of the existence of dark matter is the rotational curve of

galaxies that cannot be explained with all the baryons combined (Rubin et al.,

1



2 CHAPTER 1. INTRODUCTION

1980). Baryons refers to all the matter that we can observe, such as stars, gas, and

dusts.

1.1.1 Expansion of the Universe

From Einsteins’s field equastions, Friedmann (1922) derived the following equations

(the Friedmann equations):

H2(t) +
kc2

a2
=

8πGρ

3
+

Λc2

3
ä

a
= −4πG

3

(
ρ+

3p

c2

)
+

Λc2

3

(1.1)

where H(t) ≡ ȧ/a is the Hubble parameter, a is the time-dependent scale factor, k

is the curvature parameter, G is the gravitational constant, ρ is the density where

contribution from both the matter and radiation is considered (ρ = ρm + ρr), p

is the pressure, c is the speed of light, and Λ is the cosmological constant. The

Universe is in fact expanding, at a rate of H0 = 67.8kms−1Mpc−1 currently (Planck

Collaboration et al., 2020a). The farther away an object is from us, it is moving away

at a higher rate. Since the Universe is expanding, the matter number density evolves

inversely proportional to the volume, i.e. ρm = ρ0,ma
−3. The photon energy evolves

as a−1 because it is inversely proportional to the wavelength, which is stretched by

the expansion. Therefore, we can write down the dependence of ρr on the scale

factor ρr = ρ0,ra
−4.

The critical density is defined that

ρcrit ≡
3H2(t)

8πG
. (1.2)

Density parameters are then defined as Ω = ρ/ρcrit for matter and radiation, while

ΩΛ and Ωk stay constant over time for a flat Universe.

Ωm =
ρm
ρcrit

, Ωr =
ρr
ρcrit

, ΩΛ = Ω0,Λ =
Λc2

3H2
0

, Ωk = Ω0,k = kc2, (1.3)

where Ω0,Λ, Ω0,k, Ω0,m and Ω0,r are the density parameters for the cosmological

constant, the curvature, the matter, and the radiation respectively. A more com-

monly used parameter that describes the evolutionary stage of the Universe is the

redshift z. It is connected to the scale factor via 1/(1 + z) = a and defined such

that z = 0 and a = 1 for present-day Universe. Now the first Friedmann equation
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can be rewritten as

H2(t)

H2
0

= Ω0,Λ + Ω0,k(1 + z)2 + Ω0,m(1 + z)3 + Ω0,r(1 + z)4. (1.4)

It is observationally confirmed that the Universe is flat, i.e. k = 0 and Ωk = 0

(Planck Collaboration et al., 2020a).

1.1.2 Structure formation

Although the Universe is homogeneous on the large scale, there is a subtle density

perturbation on the small scale. The initially over-dense regions accumulate more

matter and the initially under-dense regions become even less dense over time. This

density perturbation grows linearly at first until the over-dense region reaches the

critical density that it decouples from the cosmic expansion. Dark matter then

collapses into gravitationally bound haloes, which continue to grow in mass by ac-

cretion or mergers. Baryons accumulate inside these haloes and are trapped due

to gravity. Finally, stars form inside the haloes and start to illuminate the Uni-

verse. The formation of dark matter haloes are self-similar and the structure grows

hierarchically from the small scale to the large scale.

The structure of matter is filled with many filaments and knots that represent

the over-dense regions. The 2dF Galaxy Redshift Survey (Peacock et al., 2001)

showed that galaxies are clustered and the spatial distribution of them is indeed

web-like. On the other hand, the cosmic microwave background (CMB) is the relic

of the initial fluctuation and we are able to see the homogeneity of the Universe on

the large scale. The present-day effective temperature of the CMB is 2.725K, while

the fluctuation is on the order of 10−5K. It was first discovered by Smoot et al.

(1992) and modern surveys continue to provide more precise measurements (Planck

Collaboration et al., 2020a,b).

1.2 Galaxy formation

By definition, galaxies are gravitationally bound objects that constitute of different

components such as stars, planets, gases, and dusts. As discussed in the last section,

they form in the over-dense regions in the Universe. These regions are dominated

by dark matter, which provide the gravitational potential wells to allow galaxy

formation and sustain galaxies in them. In the following sections, I describe some

important physical processes of galaxy formation.
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1.2.1 Gravitational collapse of gas

Not only the structure of the dark matter but also the baryons is heavily influenced

by gravity. In star formation theory, one often needs to consider the competition

between gravity and pressure, where gravity allows the gas density to grow and

pressure pushes gas outward and decreases the gas density. Jeans (1902) studied

the collapse of spherical, isothermal gas cloud. He found that if the cloud mass

exceeds a certain mass, gravity dominates and the cloud will start to collapse. To

derive this critical mass, we start from the virial theorem: 2K + U = 0, where K

is the kinetic energy and U is the potential energy of the gas. For a spherical gas

cloud,

U =
−3GM2

5R
,

K =
3MkBT

2µmH

,
(1.5)

where G = 6.67 × 10−8cm−3g−1s−2 is the gravitational constant, M is the mass

of the cloud in the unit of g, R is the radius of the sphere in the unit of cm,

kB = 1.38× 10−16cm2gs−2K−1 is the Boltzmann constant, T is the gas temperature

in the unit of K, µ ≈ 1.22 is the mean weight for atomic gas and µ ≈ 2.33 for

molecular gas, and mH = 1.67×10−24g is the proton mass. Taking M = 4πR3ρgas/3

into account, we can solve the equation 2K + U = 0 for R that

R =

√
15kBT

4GπρgasµmH

, (1.6)

where ρgas is the gas mass density in units of gcm−3. The corresponding mass is

therefore termed the Jeans mass

MJ =

(
5kBT

GµmH

)3/2(
3

4πρgas

)1/2

. (1.7)

The lower the temperature or the higher the gas density, the smaller the MJ is.

1.2.2 Formation of molecular hydrogen

The onset of star formation is often in the molecular clouds, i.e., that the gas is in

the form of molecules instead of atoms. Hydrogen (H) is the most abundant element

in the Universe. Naturally, molecular hydrogen H2 occupies the largest fraction of

molecular gas mass in the cloud. Here I describe a few H2 formation channels. In
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the gas phase, the probability of direct formation via collision is small, even more

so for H2 because it lacks a permanent dipole moment and any possible radiation

occurs at a very low rate. Another mechanism is the three-body formation,

H + H + H or H2 −→ H2 +H or H2, (1.8)

where the third H atom or the existing H2 molecule brings the released energy away

to stabilise the newly formed H2. The reaction rate of the three-body formation

depends on the H density and is still not efficient enough with typical interstellar

medium densities. A mechanism with higher reaction rates is via chain reactions,

e.g.,

H + e− −→ H− + γ

H− +H −→ H2 + e−,
(1.9)

which is order of magnitudes more efficient than the direct formation via collision.

This process is referred to as association detachment and the electron simply acts

as a catalyst. There are other possibilities of forming H2 in the gas phase (Galli and

Palla, 1998; Omukai, 2000). However, they are all not very efficient. On top of that,

H2 can be destroyed by ultra violet radiation from the stars.

If dust (solid form of heavy elements) exists, it acts as a catalyst of H2 formation

and the reaction rate is much higher than those in the gas phase (Gould and Salpeter,

1963; Hollenbach and Salpeter, 1970). H atoms adhere to the dust grain surface due

to the van der Waals force. When there are enough H atoms on the surface, they

interact with each other and form H2 molecules. The released energy is absorbed by

both H2 and the dust grains, which allows H2 to leave the dust grain and return to

gas phase, but not enough to destroy the molecule. The production rate of H2 on

the dust grain follows the following form (Hollenbach and McKee, 1979; Hirashita

and Ferrara, 2002),

RH2,dust = f0nHndustπa
2v̄therSdϵH2 , (1.10)

where f0 is the fraction of neutral hydrogen, nH is the number density of hydrogen

nuclei, ndust is the number density of dust grains, a is the radius of the grain (assum-

ing spherical grains with smooth surface), v̄ther is the thermal speed of hydrogen, Sd

is the sticking coefficient, and ϵH2 is the H2 formation efficiency on the dust grain.



6 CHAPTER 1. INTRODUCTION

The thermal speed is given by (Spitzer, 1978)

v̄ther =

√
8kBT

πmH

= 1.4× 105
(

T

100K

)1/2

, (1.11)

where kB is the Boltzmann constant, mH is the atomic mass of hydrogen, and T is

the gas temperature. If we assume ϵH2 ∼ 1, we find that (Hirashita and Ferrara,

2005),

RH2,dust ∝ Sda
−1nHndustT

1/2. (1.12)

Given the same dust mass, the smaller the grains are, the faster the H2 formation.

The dust and grain size evolution thus plays a role in galaxy evolution, which is

illustrated by recent hydrodynamical simulations. The details is beyond the scope

of this thesis. I therefore refer interested readers to earlier works such as Yamasawa

et al. (2011); Hou et al. (2017); Chiaki and Wise (2019); Aoyama et al. (2020);

Relaño et al. (2022).

1.2.3 Efficiency of star formation

The Jeans mass describes the criterion of cloud collapse, after which gas free falls.

One can estimate the star formation rate (SFR) by considering the free-fall time of

the gas.

tff =

√
3π

32Gρgas
, (1.13)

where G is the gravitational constant and ρgas is the gas mass density. If we take

ρgas = 1.67 × 10−22 gcm−3 then tff ∼ 5 × 106 yr. Given the mass of collapsing gas,

SFR is determined by

SFR =
Mgas

tff
. (1.14)

Take the MW for example, the current molecular gas mass is roughly 109M⊙. If

all the gas just turns into stars continuously and smoothly, we would expect a SFR

of 200M⊙yr
−1. However, from recent observation, the current SFR of the MW is

only < 2M⊙yr
−1 (Chomiuk and Povich, 2011; Licquia and Newman, 2015). Other

physical processes or mechanisms must be considered to explain the discrepancy

between this simple estimate and the observed SFR of the MW. Firstly, the above



1.2. GALAXY FORMATION 7

estimate is based on the assumption that the entire cloud collapses into one core and

all the gas mass is converted to stars, regardless of the cloud size. However, it is likely

that the cloud has structures. Federrath and Klessen (2012) showed that turbulence

creates inhomogeneous structures in the molecular cloud and that the solenoidal

forcing suppresses star formation. Magnetic field also provides additional support

to the cloud and keeps it from collapsing. Secondly, star formation is assumed to

be continuous in Eq. 1.14. In reality, stars that have formed earlier influence the

ambient medium and further star formation in the cloud may be regulated. In the

next section, I describe different stellar feedback mechanisms in more details.

1.2.4 Radiative and kinetic feedback from massive stars

The gas where stars from is important in determining the stellar properties. Stars

also impact their surrounding regions, the stellar feedback. In this section I describe

a few important stellar feedback mechanisms.

Stellar Wind

The radiation pressure from the stellar core transfers momentum to the material

on the surface through the metal absorption lines or scattering (Lucy and Solomon,

1970; Castor et al., 1975). This ejection of materials is called stellar wind and the

corresponding rate of stellar mass change is termed the mass-loss rate (Ṁloss). Intu-

itively, the mass-loss rate and the speed of the stellar wind depend on the zero-age

main-sequence mass MZAMS, because the stellar luminosity is highly dependent on

the stellar mass (L ∝ m3.1 for stars around 10M⊙). The stellar wind speed can reach

a few thousand kms−1 and Ṁloss ∼ 10−5M⊙yr
−1 for O-type stars. Moreover, Mok-

iem et al. (2007) found that the mass-loss rate depends on stellar metallicity (Z∗)

and an empirical relation Ṁloss ∝ Z0.86
∗ is obtained from O and early B-type stars in

the Magellanic Clouds. As the stellar wind expands outward, it collides with the am-

bient medium and creates a bubble-like structure around the star. One-dimensional

analytic models of the stellar wind bubble structure were provided as early as in

the 1970s (Avedisova, 1972; Weaver et al., 1977). Complementary semi-analytic

models and numerical simulations were carried out later (Rogers and Pittard, 2013;

van Marle et al., 2015; Rahner et al., 2017, 2019; Haid et al., 2018). In particular,

Calura et al. (2015) found that nearly 40% of the initial mass of a proto-globular

cluster is removed by stellar winds after a few Myr.
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Photoionisation

Since there is still medium surrounding the star, the photons emitted by the stars

do not travel freely outward. If the photons have high enough energy, they are likely

to be absorbed by the gas and the electrons are excited to a higher state, i.e. the

neutral gas is ionised. The regions around the stars where gas is ionised are called

the Hii regions. Here I describe the expansion of Hii region and its dependence on

stellar properties.

The first assumption is that the gas is composed of pure Hydrogen with uniform

density, at rest and in equilibrium, for simplicity. Therefore, the number of ionising

photons emitted should equal to the number of recombination within the Hii region,

Q =
4π

3
n2αrecRst, (1.15)

where Q is the number of photons emitted by the star per second, n is the number

density of the nuclei in gas, αrec is the recombination rate, and Rst is the radius of

the Hii region. The size of the Hii region it then easily determined by rearranging

the above equation

Rst =

(
3Q

4πn2αrec

)1/3

. (1.16)

This was first dervied by Strömgren (1939), thus, the radius is termed the Strömgren

radius. The time-scales for the Hii region to reach the size of Rst is few hundred to

few thousand years, assuming n ∼ 100cm−3.

However, as the gas gets ionised by the photons, the temperature also increases.

Therefore, there is an outward pressure caused by the temperature difference be-

tween the ionised gas and the neutral gas. The expansion rate of the ionising front

(I-front) can be described by the following equation

dRI

dt
=

1

4πR2
In

(
Q− 4πn2αrecRI

3

)
, (1.17)

where RI denotes the position of the I-front from the star here. We denote the

neutral gas ahead of the I-front as region 1 and the ionised gas as region 2. There

are two critical velocities, vR ∼ 2cs,2 and vD ∼ c2s,1/(2)cs,2, where cs,1 is the sound

speed of region 1 and cs,2 is the sound speed of region 2. If the velocity of the I-front

vI ≥ vR, then it is called the R-type I-front. If vI ≤ vD, it is called the D-type I-front.

The R-type phase ends when the Hii region reaches the Strömgren radius and the
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I-front enters the D-type phase. The time and distance it requires are denoted as tD

and RD = Rst. The expansion rate of D-type I-front is written as (Draine, 2011)

RI(t) = RD

(
1 +

7

4

√
4

3

cs,2(t− tD)

RD

)4/7

. (1.18)

The expansion of Hii region stops completely when the pressure of the ionised gas

equals the pressure of the neutral gas. This is only reached if Rst is small.

Supernovae

In this section I list a few typical supernovae (SNe), which are the Type Ia, core-

collapse (CC), and pair-instability (PI) SNe and describe the expansion of supernova

remenants (SNRs).

• Type Ia SNe The distinctive observational feature of Type Ia SNe is that

they do not show any hydrogen lines in their spectra. A popular theory of

the origin of Type Ia SNe is a binary system that consists of a white dwarf

and a main sequence star with small separation. The main sequence star

acts as a ”donar” and materials are accreted onto the white dwarf. As the

mass of the white dwarf approaches the Chandrasekhar mass (Chandrasekhar,

1931, ≈ 1.4M⊙), a new round of nuclear reaction is ignited and increased

temperature only speeds up the process. Finally, the energy release is strong

enough to destroy the system and results in a supernova.

• Core-collapse SNe The energy produced by the nuclear reaction in the star

has been supporting the stellar structure and prevent the star from collapsing.

However, to synthesise elements heavier than iron, one needs to inject energy

to ignite the reaction. Once the iron core forms, the fusion at the centre of

the star stops and the star loses the support. The contraction of the stellar

core continues until the density is so high that a rebound shock occurs. The

shock passes through and compresses the outer shells of the star, resulting in

a new series of nuclear reactions. These nuclear reactions release an enormous

amount of energy and destroys the stellar structure. This kind of SNe is thus

named core-collapse SNe.

• Pair-instability SNe In the core of very massive stars (M ≳ 100M⊙ (Heger

et al. (2003)), the pair production of positrons and electrons occur when the

nuclei collides with gamma-rays as the temperature reaches ∼ 109K. The

pressure that is supporting the core structure drops and leads to a collapse.
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The following burning in the cores leads to a thermonuclear explosion and

the star is destroyed completely without remnants. The theory of PI SNe is

proposed in the 1960s (Fowler and Hoyle, 1964; Bisnovatyi-Kogan et al., 1967;

Rakavy and Shaviv, 1967). Due to the requirement of the MZAMS, most of the

theoretical studies assume that the progenitor stars of PI SNe are metal-free

stars (Heger and Woosley, 2002, 2010; Dessart et al., 2013, see Sec. 1.3.1 for

discussion for discussion on metal-free stars).

Despite the difference in how different types of SNe occur, the expansion of their

remnants is similar. The initial velocity of the ejecta can be estimated by considering

the SN energy and the mass of the ejecta that

vej =

(
2ESN

Mej

)1/2

, (1.19)

which is on the order of 104 kms−1 for ESN ∼ 1051erg and Mej ∼ M⊙. The first phase

of the SNR expansion is the free-expansion phase, where the radius of the SNR RSN

expands proportionally to time t. The free-expansion phase ends when the gas mass

swept by the SN can no longer be ignored at a radius of R1 = (3Mej/4πρ0)
1/3,

where ρ0 is the mass density of the un-swept gas. The time it takes to end the

free-expansion phase is very short (on the order of hundred years) and is roughly

proportional to E
−1/2
SN ρ

−1/3
0 .

In the next phase, the Sedov-Taylor phase, the expansion is dominated by ESN

and ρ0. The expansion can be described by

RSN(t) ∝
(
ESNt

2

ρ0

)1/5

∝ t2/5. (1.20)

This formula was first derived by Taylor (1941) and Sedov (1946) in the 1940s (hence

the name).

The expansion rate of SNR continues to decrease and the importance of radiative

cooling in the swept-up material becomes important. The time it takes to this

is tcool, which is on the order of ten thousand years. The thermal energy is no

longer converged and the expansion is now driven by the pressure difference. The

next phase is therefore termed the pressure-driven snowplow phase and RSN is now

proportional to t2/7. At the end of the pressure-driven phase, the pressure difference

drops to the degree that the momentum stays roughly constant. The final phase

is called the momentum-driven phase. Since the mass enclosed within the SNR is

proportional to R3
SN, the velocity in this phase evolves inversely proportional to RSN
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that vSN ∝ R−3
SN. By taking vSN = dRSN/dt and computing the integration, we have

RSN ∝ t1/4, and vSN ∝ t−3/4. (1.21)

The expansion of SNR stops completely when vSN drops to the sound speed of the

ambient medium. The time for the SNR to halt is on the order of million years.

The above mentioned feedback mechanisms may happen at the same time in

different places of the galaxy. The combined effect is non-linear and there are no

analytic models to describe them altogether. The study of these mechanisms and

their relative importance to galaxy formation therefore relies heavily on numerical

simulations.

1.2.5 Chemical feedback of stars: source of metal produc-

tion

On top of the nucleosynthesis that happens inside the star continues throughout the

stellar lifetime, there are other physical processes which produce elements heavier

than He. In this section I describe three important mechanisms that are responsible

for the metal production and the enrichment of the interstellar medium.

Supernovae

As described in Sec. 1.2.4, supernova (SN) is one of the most energetic astronomical

events. It triggers further nuclear reaction and synthesise heavy elements much

faster than the nuclear reaction in the stellar core. The energy and momentum

that SN carries can bring the metals to as far as a few hundred parsecs and mixes

with the ambient gas. Stars that form in the supernova remnants therefore contain

different elemental abundances that can be trace back to the SNe (Kobayashi et al.,

2020). For example, Type Ia SNe are responsible for most of the production of the

iron-peak elements (Cr, Mn, Fe, Ni, Co, Cu, and Zn). On the other hand, CC SNe

produce much more α elements (O, Mg, Si, S, and Ca). The progenitors of Type

Ia SNe are white dwarfs, that are the end result of stars with MZAMS ≲ 10M⊙.

Compared to the progenitor stars of CC SNe which typcially have MZAMS ≥ 10M⊙,

the time-scales of Type Ia SNe are much longer than the CC SNe. By analysing the

[α/Fe] ratio of stars, it is possible to constrain the time-scales and the environment

of the star formation (Taylor and Kobayashi, 2015; Vincenzo et al., 2018). Heger and

Woosley (2002) found that PI SNe produce much more elements with even atomic

number than those with odd atomic number. This is due to the lack of neutron
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capture in the event of PI SNe.

Asymptotic giant branch (AGB) star

At the final stage for stars that have MZAMS in the range of ∼ 0.8− 8M⊙, they use

up the hydrogen in the centre and the He core forms (Busso et al., 1999; Karakas

and Lattanzio, 2014). The core contracts while the outer layer expands. The lu-

minosity and temperature of the star increases, approaching the giant branch in

the Hertzsprung–Russell diagram, which is the origin of the name asymptotic giant

branch. During this phase, it is thought that the slow process of neutron-capture

(s-process) occurs (at time-scales on the order of thousand years). The s-process is

responsible for ∼ 50% of the production of elements heavier than iron, especially

the Ba and Ce (Sneden et al., 2008).

Neutron star merger

In contrast to the s-process, the r-process (rapid neutron-capture process) occurs in

an extremely neutron dense environment (nn > 1024 cm−3. Among the astrophysical

events, it is believed that the CCSNe and the neutron star merger are the most

likely ones. Some SNe destroy the stellar structure completely, while some destroy

the outer layer only. The stellar core continues to collapse but nuclear fusion is

no longer ignited. Without the pressure support, the core reaches extremely high

density forming a neutron star. In the merger event of two neutron stars, neutron

capture occurs at a much shorter time-scale than the one in s-process. The r-process

is responsible for most of the Xe, Eu, and Au production (Sneden et al., 2008).

1.3 Stellar population

The Universe has evolved for a very long time that many different physical processes

occur at different times, places, and rates. Stars therefore have different properties

depending on the environment they form in. In this section, I briefly describe

categories of stellar population.

1.3.1 Population III stars

The very first stars form in gases where only H and He are existent. Therefore, these

stars are also referred to as metal-free or Population III (Pop III) stars. The gas

only cools via rotational-vibrational transitions of H2 (Bromm and Larson, 2004)

down to ∼ 100K. If we assume a number density of 100cm−3, the Jeans mass is
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on the scale of ten thousand solar masses. This implies that the masses of Pop III

stars are much more massive than the sun and they are short-lived. To date, there

is yet direct observation of Pop III stars. The formation of these stars are studied

mainly through numerical simulations. Earlier studies suggested values from few

tens to hundreds of M⊙ (Greif et al., 2010; Stacy et al., 2010, 2016; Hirano et al.,

2015; Hirano and Bromm, 2017; Ishigaki et al., 2018).

Despite the non-detection, Pop III stars leave behind important footprints, i.e.

the metal yields produced by their SNe. Pop III stars in the mass range 10− 40M⊙

die as CC SNe and in the mass range 140− 260M⊙ they die as PI SNe Heger and

Woosley (2002, 2010). After the explosion of SNe, metals mix with the surrounding

pristine gas and provide a more efficient cooling channel. Stars that formed in

the metal-enriched gas therefore typically have smaller masses than Pop III stars.

These metal-enriched stars, especially those that form inside the Pop III supernova

remnants, thus carry crucial information that could help us understand the Pop III

stars.

1.3.2 Population II/I stars

The metal-enriched stars can be further divided into two categories, which are the

metal-poor (Population II or Pop II) stars and metal-rich (Population I or Pop I)

stars. The distinction between these two categories is not well defined. Throughout

this thesis I will refer all metal-enriched stars as Pop II stars.

Due to the efficient cooling induced by metals, Pop II stars are less massive than

Pop III stars, which are typically < 1M⊙. The mass distribution of Pop II stars

are thought to follow a bottom-heavy initial mass function (IMF). There are a few

commonly adopted IMFs in modern simulations:

• Salpeter IMF (Salpeter, 1955), a power-law IMF that

dN

dMstar

∝ M−2.35
star , (1.22)

where N is the number of stars and Mstar is the mass of the star.

• Kroupa IMF (Kroupa, 2001), a broken power-law IMF that

dN

dMstar

∝ M−α
star, (1.23)

where α = 2.3 for Mstar/M⊙ ≥ 1, α = 1.3 for 0.08 < Mstar/M⊙ <= 0.5, and

α = 0.3 for Mstar/M⊙ <= 0.08.
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• Chabrier IMF (Chabrier, 2003), a log-normal IMF that a Salpeter IMF is

adopted for Mstar ≥ 1M⊙ and for Mstar < 1M⊙

dN

dMstar

∝ 0.158× exp

{
−(logMstar − log(0.079))2

1.382

}
, (1.24)

in units of pc−3.

1.4 Observational constraints

So far in this chapter I mainly discuss about the galaxy and star formation from

the theoretical perspective. In this section, I introduce important observational

discoveries that not only inspire the studies but also provide important constraints

to the theoretical models.

1.4.1 Milky Way and its satellites

MW is a spiral galaxy with a bar in the centre and a size of ∼ 30 kpc (in diameter).

In Table 1.1, I list a few observed physical quantities of the MW at z = 0: virial

mass Mvir, virial radius rvir, stellar mass M∗, molecular mass Mmol, atomic mass

Mato, ionised mass Mion, and star formation rate (SFR). The nearest galaxy that

has a mass similar to the MW is the Andromeda Galaxy (M31), which is ∼ 750 kpc

away and of a virial mass of [1.5 − 2.5] × 1012M⊙. The MW system and the M31

system together are often referred to as The Local Group.

Property Value Reference
Mvir 1.3± 0.3× 1012M⊙ (1)
rvir 287+22

−25 kpc (1)
M∗ 5.43± 0.57× 1010M⊙ (2)
Mmol [1.3− 2.5]× 109M⊙ (3)
Mato ≳ 6× 109M⊙ (3)
Mion ≳ 1.6× 109M⊙ (3)
SFR [1.65− 1.9]M⊙/yr (4), (5)

Table 1.1: Observed physical properties of the MW at z = 0. From top to bottom:
virial mass, virial radius, stellar mass, molecular mass, atomic mass, ionised mass,
and star formation rate. References: (1) Posti and Helmi (2019), (2) McMillan
(2017), (3) Ferrière (2001), (4) Chomiuk and Povich (2011), (5) Licquia and Newman
(2015).

MW is surrounded by many smaller galaxies, the satellites. There are nearly 60

MW satellites observed so far, and the stellar masses of them range from few hundred
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solar masses to > 109M⊙ (McConnachie, 2012; Muñoz et al., 2018; Newton et al.,

2018; Erkal et al., 2019). The smallest satellites (L < 105 L⊙) are mostly dark

matter dominated (Simon, 2019). The estimate of their virial masses is difficult

because there are too few stars in them. A know problem of the ΛCDM model it

the difference between theoretical prediction of number of satellites and the number

of the observed ones, the ”missing satellite problem” (Kauffmann et al., 1993; Moore

et al., 1999; Klypin et al., 1999). A solution is proposed to reolve the discrepancy

by taking the detection efficiency into account (Kim et al., 2018).

1.4.2 Extremely metal-poor stars

Extremely metal-poor (Beers and Christlieb, 2005, EMP) stars are defined as stars

with metallicity [Fe/H]1 < −3 and are thought be the best candidates to study the

properties of Pop III stars and star formation enviroment of high redshift Universe

(Frebel and Norris, 2015). Searches of EMP stars have been carried out mostly

within the MW system (Lai et al., 2008; Yong et al., 2013; Roederer et al., 2014;

Hansen et al., 2020). The number of EMP detection increases and the metallicity

floor has been pushed to lower and lower, thanks to the development of larger tele-

scopes in the past decades. Large surveys in the past few years report the detection

of EMP stars on the order of ten-thousand (Hayden et al., 2014; Starkenburg et al.,

2017; Chiti et al., 2021c,a). In particular, Nordlander et al. (2019) found a star that

has [Fe/H] = −6.2 and Keller et al. (2014) presented the discovery of a star that

has an metallicity of [Fe/H] < −7.1. Some of these EMP stars can be explained

with a mono-enrichment or metal-enrichment by a handful of Pop III stars (Ishigaki

et al., 2014; Keller et al., 2014; Tominaga et al., 2014; Ji et al., 2015; Placco et al.,

2015, 2016; Fraser et al., 2017; Ishigaki et al., 2018; Magg et al., 2018; Hartwig

et al., 2018). Detail analysis of the elemental abundances of these stars lead to

finer categorisations. In the following sections, I describe two special populations of

EMP stars, which are the carbon-enhanced metal-poor (CEMP) stars and r-process

enhanced metal-poor stars.

Carbon-enhanced metal-poor stars

Decades ago, CEMP stars have been discovered and found to take a big fraction of

the metal-poor stars (Beers et al., 1992; Christlieb, 2003). Following the definition

in Beers and Christlieb (2005), CEMP stars are defined as stars with [C/Fe] ≳ +1.0.

1The notation of [X/Y] is defined as the number ration of X element to Y element relatively to
the solar ratio in the log space, i.e. [X/Y] ≡ log10(X/Y)− log10 ((X/Y))⊙. The solar abundances
are adopted from Asplund et al. (2009).
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An updated definition of CEMP stars with [C/Fe] ≳ +0.7 was proposed by (Aoki

et al., 2007). In the extreme cases, stars with [C/Fe] > 4 are found (Norris et al.,

2013), which means that the carbon abundance is more than 10000 times more than

iron. CEMP stars can be further put into sub-groups based on their neutron-capture

elemental abundances (Beers and Christlieb, 2005): CEMP-r ([Eu/Fe] > +1.0),

CEMP-s ([Ba/Fe] > +1.0 and [Ba/Eu] > +0.5), CEMP-r/s (0.0 < [Ba/Eu] < +0.5),

CEMP-no ([Ba/Fe] < 0). Again, the definition of these sub-groups is updated or

even new sub-groups are defined by different authors (Abate et al., 2016; Frebel,

2018; Hansen et al., 2019).

The distribution of these CEMP sub-groups in the MW is not uniform. Among

analysing 323 metal-poor stars, Carollo et al. (2014) found that more than half of

the CEMP stars in the inner halo of the MW are CEMP-s stars. In the outer halo of

the MW, the fraction of CEMP-s stars drop to 30%. This implies that the origin of

CEMP-s and CEMP-no stars are different. By definition, CEMP-s stars should form

in an environment with neutron. One possible channel is that these stars accrete

material from nearby AGB stars Lucatello et al. (2005). On the other hand, CEMP-

no stars show no enhancement of neutron-capture elements. Since they occupy the

lower end of the metallicity distribution (Norris et al., 2013), they are thought to be

possible ”second-generation” stars that form under the direct influence of Pop III

SNe (Sarmento et al., 2017).

r-process enhanced metal-poor stars

The key element that is mostly used to determine whether a metal-poor star is

r-process enhanced is the europium (Eu) with a commonly used criterion [Eu/Fe]

> +0.7 (Roederer et al., 2018). These stars are also classified as r-II stars. Ji et al.

(2016) found that 7 out of 9 spectroscopically resolved stars in the ultra-faint dwarf

galaxy Reticulum II are r-process enhanced. This discovery implies that the r-II

stars that are found in the Galactic halo may have formed initially in the dwarf

galaxies. They later migrated into the Galactic halo because the original dwarf

galaxies merged with the MW. The sample in Reticulum II is further expanded in

Ji et al. (2022) and they found that more than 70% of the stars are r-processed

enhanced.

The discovery of neutron star-neutron star merger event detected by LICO/Virgo

(GW170817, Abbott et al., 2017) inspired the extensive search of r-II stars in the

MW halo such as The R-process Alliance (Hansen et al., 2018; Sakari et al., 2018;

Ezzeddine et al., 2020; Holmbeck et al., 2020), and extension to other elements for

some of the metal-poor stars, (Cain et al., 2020; Roederer et al., 2022).
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1.5 Thesis outline

In this chapter, I describe the theoretical background of star formation and galaxy

formation, the current understanding of the observed Milky Way system, properties

of the observed extremely metal poor stars and their implication on the star for-

mation in the early Universe. In the following chapters, I describe the works that

have been carried out during the course of this thesis in order to understand the

star formation in the MW system. Note that I change the narrative in the following

chapters from I to we to highlight the contributions from the listed coauthors, in

terms of providing scientific insights and suggestions of the phrasing.

Chapter 2 The implementation of a new star formation model in the semi-analytic

code a-sloth is described. The star formation is no longer in the form of star

clusters but individual stars. The stellar mass-to-halo mass relation at z = 0 down

to the ultra-faint regime (M∗) of Milky Way-like systems is shown and its implication

is discussed. The work is published as Chen et al. (2022).

Chapter 3 I describe a new analysis method which utilises the unsupervised clus-

tering algorithm. The comparison between the simulated and observed galaxies is

performed in high-dimensional (in this work, 5D) data space. A goodness-of-fit

is determined for the a-sloth fiducial model. This new method helps with the

improvement of the model and can be easily applied to different types of data.

Chapter 4 Locations of extremely metal-poor stars in Milky Way/M31-like galax-

ies in the Illustris TNG50 simulation are analysed and discussed. The galaxies are

decomposed into different components based on the spacial information and stel-

lar kinematics. Quantification of the frequency of extremely metal-poor stars in

different components and the implication are presented and discussed.

Chapter 5 Finally, I summarise the new methods and findings presented in this

thesis. I further discuss about outlooks of the models with respect to understanding

the formation of dwarf satellites of the Milky Way.
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Stellar mass-to-halo mass relation of Milky Way

satellites at redshift 0

This chapter is based on the paper published by MNRAS in 2022 as Chen et al.

(2022). I am the first author and I conduct all the simulations and analysis presented

in the paper and in this chapter. Physical insights and suggestions are provided from

all the listed co-authors. The text is primarily written by me with feedback and

suggestions from all listed coauthors. Specifically, Mattis Magg contributed to the

text of external enrichment and ionizing volumes and Tilman Hartwig contributed

to the text of adaptive time-step.

Abstract

We study the stellar mass-to-halo mass relation at z = 0 in 30 Milky Way-like sys-

tems down to the ultra-faint (M∗ < 105M⊙) regime using the semi-analytic model

a-sloth. A new model allows us to follow star formation and the stochastic stellar

feedback from individually sampled Pop II stars. Our fiducial model produces con-

sistent results with the stellar mass-to-halo mass relation derived from abundance

matching and the observed cumulative stellar mass function above the observational

completeness. We find a plateau in the stellar mass-to-halo mass relation in the

ultra-faint regime. The stellar mass of this plateau tells us how many stars formed

before supernovae occur and regulate further star formation, which is determined

by the Pop II star formation efficiency. We also find that the number of luminous

satellites increases rapidly as M∗ decreases until M∗ ≈ 104M⊙. Finally, we find that

the relative streaming velocity between baryons and dark matter at high redshift is

important in determining the number of ultra-faint dwarf galaxies at z = 0. The

new model in a-sloth provides a framework to study the stellar properties and the

formation history of metal-poor stars in Milky Way and its satellites.

18
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2.1 Motivation

Galaxy formation depends heavily on properties and evolution of the host dark mat-

ter halo. The most straightforward connection between them is perhaps the stellar

mass-to-halo mass (SMHM) relation. Previous studies have found that for systems

with stellar masses M∗ > 105M⊙ (Shankar et al., 2006; Drlica-Wagner et al., 2020;

Garrison-Kimmel et al., 2014, 2017; Jethwa et al., 2018; Salucci, 2019; Nadler et al.,

2020), the galaxies and their host haloes follow a tight SMHM relation. However,

whether this relation still holds for ultra-faint dwarf galaxies (M∗ < 105M⊙, UFDs)

is still unclear. In recent years, numerous UFDs around the MW have been discov-

ered by large surveys (Willman, 2010; Drlica-Wagner et al., 2015, 2020; Koposov

et al., 2015; Torrealba et al., 2016, 2018). Despite the low completeness of UFD

discoveries, these UFDs already provide us with constraints on the SMHM relation

and the underlying galaxy formation model.

There have been many recent cosmological zoom-in simulations of MW-like sys-

tems or isolated UFDs (e.g. Hopkins et al., 2014; Wetzel et al., 2016; Wheeler et al.,

2019; Libeskind et al., 2020; Font et al., 2020, 2021; Engler et al., 2021). These

simulations still cannot resolve the smallest dwarf galaxies in the MW system. Due

to the high spatial and mass resolutions that are needed to properly simulate UFDs,

the required time and computational resource is immense. Semi-analytic models

provide an opportunity to explore different physical processes and a wider range

of parameters. For example, de Bennassuti et al. (2014, 2017) utilised the semi-

analytic code gamete to investigate the metallicity distribution function in the

Galactic halo and the carbon-enhanced metal-poor stars. Their model is based

on the Extended Press–Schechter formalism (Press and Schechter, 1974; Lacey and

Cole, 1993) and includes the transition between metal-free and metal-enriched star

formation following metal and dust evolution. Salvadori et al. (2015) and Rossi

et al. (2021) employed gamete to study the carbon-enhanced metal-poor stars

in the dwarf galaxies in the Local Group. Visbal et al. (2018, 2020) studied the

metal-free star formation rate down to z = 6, including physical processes such as

photo-ionisation, Lyman-Werner (LW) radiation, and metal enrichment. Kravtsov

and Manwadkar (2022) used grumpy to study the stellar mass-to-halo mass rela-

tion and stellar mass-metallicity relations in the dwarf galaxies. However, they do

not include metal-free star formation in their model.
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2.2 Semi-analytic model: A-SLOTH

In this work, we use our semi-analytic galaxy formation code a-sloth (Ancient

Stars and Local Observables by Tracing haloes (Hartwig et al., 2022; Magg et al.,

2022) to study the SMHM relation in satellites of MW-like systems. a-sloth has

been used to study various problems, such as the lower limit of IMF of metal-free

stars (Hartwig et al., 2015), the connection between the metal-poor stars in the

MW and their progenitors (Hartwig et al., 2018, 2019), the probability of finding

metal-free survivors in the MW (Magg et al., 2018), and the inhomogeneous mixing

of metals in the interstellar medium (Tarumi et al., 2020). In these previous studies,

a-sloth only tracked the total mass of metal-enriched stars forming in each system,

rather than tracing the formation and evolution of the stars individually. Therefore,

the corresponding stellar feedback was considered to be continuous and computed

using IMF-averaged quantities. In this paper, we introduce a new model in a-sloth

that allows metal-enriched stars to be traced individually. This enables a-sloth to

properly follow the detailed star formation activity in individual systems and the

impact of stellar feedback.

A complete description of the physical processes accounted for in a-sloth is

given in (Hartwig et al., 2022). Here, we focus on the parts of the model that are

the most important for our current study.

2.2.1 Dark matter merger trees

a-sloth uses dark matter halo merger trees drawn from the lx14 run of the Cater-

pillar project (Griffen et al., 2016), which is a dark-matter-only cosmological simu-

lation suite focusing on the assembly of MW-sized haloes and their satellite galaxies.

The dark matter particles in the lx14 run have masses of ∼ 3 × 104M⊙ and the

gravitational softening length is 76h−1pc. It is based on the Planck Collaboration

et al. (2014) cosmological parameters in a 100 h−1Mpc box. MW-like systems are

selected at z = 0 if the main haloes fulfill the following criteria:

1. Virial mass in range 0.7× 1012M⊙ ≤ Mvir,peak ≤ 3× 1012M⊙.

2. There is no halo with Mvir,peak ≥ 7× 1013M⊙ within 7 Mpc.

3. There are no other haloes with Mvir,peak ≥ 0.5×Mmain within 2.8 Mpc of the

main halo.

Dark matter haloes are identified with rockstar (Behroozi et al., 2013) and we

define Mvir,peak as the maximum virial mass along the main branch a halo ever
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attains up to the current redshift, that is computed with the evolution of the virial

relation from Bryan and Norman (1998). We adopt their notation here. Griffen

et al. (2016) extracted the full merger history of these MW-like systems, including

dark matter and spatial information of the haloes and global time-steps between the

snapshots, ∆tz, which is ≈ 5Myr down to z = 6 and ≈ 50Myr at z = 6−0. We have

verified in an earlier study that the mass resolution of these merger trees is sufficient

to model Pop III star formation at high redshift and using higher resolution merger

trees yields converged results (see Appendix A of Magg et al. 2018). In this work,

we select 30 merger trees from their sample. a-sloth walks through these merger

trees and determines the baryonic contents of each halo in the merger tree based

on the implemented physics. We describe the physical processes in the following

sections.

2.2.2 Population III star formation model

We follow the same metal-free (Pop III) star formation (SF) model as in our previous

works (Magg et al., 2018; Tarumi et al., 2020). We briefly summarise the model here.

Pop III stars are assumed to form when H2 can cool primordial gas efficiently, which

means that a halo needs to exceed a critical mass, Mcrit. In a-sloth, Pop III

stars form instantly in a single star burst in a mini-halo (haloes below the atomic

cooling threshold (Tvir = 10000K) as soon as its virial mass exceeds Mcrit. By

default, we follow the prescriptions given in Schauer et al. (2021, their Eqs. 9 and

10) and Hummel et al. (2012, their Eq. 1) to determine Mcrit. Schauer et al. (2021)

showed that the critical mass is dependent on the LW background and the large-scale

streaming velocity of the baryons relative to the dark matter:

log10Mcrit,S21 = 6.0174 (1.0 + 0.166
√

J21) + 0.4159
vBC

σrms

. (2.1)

Here, Mcrit,S21 is the critical mass in units of solar masses, J21 is the strength of LW

background in units of 10−21 erg s−1 cm−2Hz−1 sr−1, vBC is the large-scale streaming

velocity of the baryons relative to the dark matter in units of σrms, and σrms is the

root-mean-squared value of the streaming velocity. We denote this default model

hereafter as S21. We do not self-consistently follow the build-up of the LW back-

ground, because the effective volume of our MW-like merger trees is too small to

obtain a cosmologically representative estimate of the LW background. Instead, we

adopt the simple redshift-dependent fitting formula,

J21 = 102−z/5, (2.2)
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which is based on the work in Greif and Bromm (2006). We take vBC = 0.8σrms

as the fiducial baryonic streaming velocity, since this is the most likely value to be

present at a randomly selected point in the Universe (Schauer et al., 2021). The

impact of varying our treatment of both of these effects is explored in Section 2.4.3.

In addition, we assume that gas can cool down efficiently and form stars in haloes

that have virial temperatures above the atomic cooling limit (Tvir ≥ 104K) when

there is no strong ionising radiation field (Visbal et al., 2017). Therefore, we consider

haloes that have virial masses larger than Mcrit,104K can form Pop III stars, where

Mcrit,104K is computed by

Mcrit,104K = 107.5
(
1 + z

10

)−1.5

. (2.3)

The final critical mass is then determined by Mcrit,fin = MIN(Mcrit,S21,Mcrit,104K).

Cold gas is converted to Pop III stars in haloes with Mhalo ≥ Mcrit at a fixed

efficiency ηIII, defined such that M∗,III = ηIIIΩbMhalo/Ωm, where Mhalo is the current

virial mass of the halo, Ωb is the baryon density parameter today, and Ωm is the

matter density parameter today. We adopt Ωb = 0.0486 and Ωm = 0.3089 (Planck

Collaboration et al., 2016). We follow the Pop III model in Tarumi et al. (2020)

and sample stars stochastically from an IMF with a slope of dN/d(logM) ∝ M0.5 in

the mass range of 2 < M∗ < 180M⊙. Further SF is halted when the total mass of

newly-formed Pop III reaches M∗,III.

We calculate the stellar lifetimes of Pop III stars by interpolating between values

assembled from several previous studies: Marigo et al. (2001) for stars in the mass

range 0.7-100M⊙; Schaerer (2002) for stars in the mass range 5-500M⊙ (and note

that we consider their models without mass loss); and Ekström et al. (2008) for

stars in the mass range 9-200M⊙. If the stellar lifetime of a star is provided by

multiple works, we use the mean value. Pop III stars die as core-collapse supernovae

(CCSNe) in the range of 10-40M⊙ and as pair-instability supernovae (PISNe) in

the range of 140-260M⊙ (Heger and Woosley, 2002, 2010). Following Tarumi et al.

(2020), we further assume that 30% (ffaint = 0.3) of the Pop III CCSNe explode as

faint supernovae. We use the tabulated metal yields provided in Kobayashi et al.

(2011) and Nomoto et al. (2013) for PISNe and normal CCSNe, and the yields in

Ishigaki et al. (2014, 2018) for faint CCSNe. We assume that a fraction ffallback = 0.2

(Ritter et al., 2015) of the metals remains in the mini-halo after the supernovae

have exploded, with the remaining fraction (1 − ffallback) gaining enough energy

from the SNe to escape from the gravitational well of the mini-halo. Tarumi et al.

(2020) calibrated the Pop III SF efficiency (ηIII), ffaint and ffallback to reproduce the
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observed MW metallicity distribution function (MDF). The main focus of this work

is on the stellar masses of the dwarf galaxies and our model does not heavily depend

on metallicity. Therefore, we adopt the same values of ηIII, ffaint and ffallback as in

Tarumi et al. (2020) without investigating the effects of these parameters in detail.

Following the initial Pop III star burst, we assume that any future star formation

in the same halo will be in the form of metal-enriched stars. However, stellar feed-

back will have heated the gas in the mini-halo and ejected a fraction of it. Therefore,

further SF is suppressed until the gas re-accumulates and cools down. We denote

this time between the Pop III star burst and the onset of further star formation as

trec, known as the recovery time, which was calibrated by Tarumi et al. (2020).

2.2.3 Population II star formation model

We implement an improved Pop II SF model, which is based on the models in Magg

et al. (2018) and Tarumi et al. (2020). The explanations of important variables in

the Pop II SF model are listed in Table 2.1. We assume that the baryons initially

associated with a given dark matter halo are located either in cold gas (Mcold), in

hot gas (Mhot), in a Pop II stellar component (M∗,II), or have been lost from the halo

in an outflow (Mout). The initial baryonic mass of a halo with virial mass Mvir,peak

is assumed to be (Ωb/Ωm)Mvir,peak. Therefore, by construction

Mvir,peak
Ωb

Ωm

= Mcold +Mhot +M∗,II +Mout (2.4)

is always maintained in the model. Note that in our model, hot gas is any gas that

is not cold, i.e. it corresponds to the sum of the warm and hot phases of the ISM

in the usual three-phase description (Cowie et al., 1981; Klessen and Glover, 2016).

We do not account for Pop III stars in the mass budget because the small value we

adopt for ηIII means that they never represent more than a small fraction of they

baryonic mass in any halo. Additionally, they occupy a negligible fraction of the

stellar mass at z = 0 and the Pop III stars that remain on the main sequence after

trec are too low mass to contribute significantly to the stellar feedback.

Unlike Pop III SF, we assume that Pop II stars can form in multiple epochs, and

so we further divide the global time-steps (∆tz) from the merger tree into smaller

ones. In other words, we have subcycles in our Pop II SF model. The subcycle

time-step is denoted as δti, and we describe how we determine it in our simulation

at the end of this section. A halo is labeled to trigger Pop II SF if the time since

it experienced Pop III SF equals or exceeds trec or if it is externally enriched by

supernovae from nearby haloes. Prior to the subcycling of Pop II SF, we initialise
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Name Definition
Mvir,peak peak virial mass of the halo up to current z
Mcold cold gas mass
Mhot hot gas mass
Mout cumulative outflow mass
M∗,II total Pop II stellar mass
Mdisk disk mass, including gas and stars
δMout outflow mass
δMout,cold cold gas mass that enters outflow
δMout,hot hot gas mass that enters outflow
δMheat mass that transfers from cold gas to hot gas
δM∗,II Pop II stellar mass that is formed
δMacc,hot hot gas mass that is accreted from IGM
i step i in the subcycle
nbins,II number of Pop II IMF bins
Mbound,II lower and upper limits of Pop II stellar mass
nden
cold number density of dense gas

vBC relative streaming velocity between
baryon and dark matter

ηII Pop II star formation efficiency
αII slope of the Pop II IMF
γout outflow efficiency (Eq. 2.35)
αout exponent in γout
Mnorm normalisation mass in γout
∆tz time difference between each snapshot

in the merger tree
δti adaptive time-step i in the SF subcycle
tdyn dynamical time scale of the halo
tcold,ff free-fall time scale of cold gas
tstar stellar formation time scale
tcool cooling time scale
tacc hot gas accretion time scale

Table 2.1: Definitions of the variables in the Pop II star formation model.
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the halo by inheriting the baryonic contents from all of its progenitors, which gives

us M0
cold, M

0
hot, M

0
∗,II, and M0

out. Then, in time-step i of the subcycle, the baryonic

quantities are updated with the following equations:

M i+1
cold = M i

cold +
δtiM

i
hot

tdyn
− δM i

out,cold − δM i
heat − δM i

∗,II,

M i+1
hot = M i

hot −
δtiM

i
hot

tdyn
− δM i

out,hot + δM i
heat + δM i

acc,hot,

M i+1
out = M i

out + δM i
out,cold + δM i

out,hot.

(2.5)

We start from i = 0 and make sure the last time-step in the subcycle always ends

exactly at the next global time-step of the merger trees.

There are several physical processes that enter the above equations. We show

the connections between these processes and the baryonic contents in our Pop II SF

model in Figure 2.1:

Figure 2.1: We show the connections between different components of our Pop II
SF model in this cartoon plot. Note that we do not re-accrete outflow material.
Therefore we use separate colours for outflow and IGM.
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1. Cooling of hot gas

We assume that hot gas cools on a timescale equal to the dynamical time of the

stellar disk, tdyn. Therefore, during the subcycle time-step δti, a mass of gas

M i
hotδti/tdyn is transferred from the hot gas reservoir to the cold gas reservoir.

We assume that cold gas and stars reside in a central region of the halo with

a radius of Rs, where Rs = Rvir/cdm and cdm is the halo’s concentration.

We follow the fitting functions of cdm in Correa et al. (2015), which are also

provided here:

when z < 4,

log10cdm = a+ blog10(Mvir)
(
1 + cM2

vir

)
a = 1.7543− 0.2766(1 + z) + 0.02039(1 + z)2

b = 0.2753 + 0.00351(1 + z)− 0.3038(1 + z)0.0269

c = −0.01537 + 0.02102(1 + z)−0.1475

(2.6)

and when z ≥ 4,

log10cdm = a+ blog10(Mvir)

a = 1.3081− 0.1078(1 + z) + 0.00398(1 + z)2

b = 0.0223− 0.0944(1 + z)−0.3907.

(2.7)

The dynamical time scale of the central region of the halo is computed with

tdyn = Rs/vdyn and that the velocity is computed with vdyn =
√

G(M∗ +Mcold)/Rs.

2. Heating of cold gas and gas removal by photoionisation

We consider the effects of photoionisation feedback from massive stars, δM i
heat.

In haloes below the atomic cooling limit (Tvir = 10000K), δM i
heat is added di-

rectly to the outflow, whereas in haloes above the atomic cooling limit, an

amount of gas with a mass of δM i
heat is removed from the cold gas reservoir

and added to the hot gas reservoir. The derivation of δM i
heat is given in Sec-

tion 2.2.4.
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3. Accretion of hot gas

We assume that hot gas is continuously accreted from the intergalactic medium.

In time-step i, an amount of hot gas

δM i
acc,hot =(
Ωb

Ωm

Mvir,peak −M0
cold −M0

hot −M0
∗,II −M0

out

)
δti
∆tz

,
(2.8)

is added to the hot gas reservoir.

4. Ejection of hot and cold gas

We account for the loss of both hot and cold gas from the halo due to the

effects of stellar feedback, as described in Section 2.2.4.

5. Pop II star formation

We assume that Pop II stars form with an IMF given by Kroupa (2001) in the

mass range 0.01−100M⊙. We sample this IMF using 4095+1 logarithmically-

spaced bins (nbins,II = 4096). Stars with masses≤ 0.81M⊙ have stellar lifetimes

larger than the age of Universe (Marigo et al., 2001) and they do not contribute

significantly to stellar feedback. Therefore, we use only a single mass bin to

represent long-lived stars and adopt a finer mass resolution for Mstar > 0.81

M⊙.

To estimate how much cold gas is converted into stars during a subcycle time-

step, we first calculate

M i
∗II,est = ηIIM

i
cold

δti
ticold,ff

, (2.9)

where ηII is the Pop II SF efficiency, ticold,ff = (Gρicold)
−1/2 is the free-fall time of

the cold gas, ρicold = M i
cold/Vcold is the mean cold gas density of the halo, M i

cold

and Vcold are the cold gas mass and volume that cold gas occupies, respectively.

We assume that the cold gas and stars occupy only the innermost 5% (in

radius) of the halo, which is fixed during the subcycle, and so

Vcold =
4π

3
(0.05Rvir)

3.

Next, we compute the number of stars in each IMF mass bin j if they follow
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exactly the Kroupa IMF, nj,avg, which can be computed from M i
∗II,est by

nj,avg =
CIIm

αII
j,star

ΣNbin
j=1 CIIm

αII+1
j,star

M i
∗II,est, (2.10)

where mj,star is the stellar mass of one star in IMF bin j, αII is the slope and

CII is the coefficient: CII = 1 and αII = 0.7 in the mass range 0.08M⊙ < mj,star,

αII = −0.3 and CII = 0.08 in the mass range 0.08M⊙ ≤ mj,star < 0.5M⊙, and

αII = −1.3 and CII = 0.04 in the mass range 0.5M⊙ ≤ mj,star (Kroupa, 2001).

We calculate the averaged mass of stars with masses < 0.81M⊙ which leads

to m1,star = 0.174M⊙ and n1,avg = 2.454M i
∗II,est/M⊙. We then compute

nj,avg =
0.573(mj,star)

−1.3

Σ4096
j=2 (mj,star)−0.3

M i
∗II,est (2.11)

for stars with masses ≥ 0.81M⊙.

Finally, if nj,avg ≤ 10, we randomly generate a number, nj,poi of stars via

Poisson sampling. Poisson sampling has the advantage that with a constant

SF rate, we can still form the correct number of stars over a time-period even if

the time-steps are so small that far less than one star forms per sub-time-step

(Sormani et al., 2017). We deactivate the Poisson sampling if nj,avg > 10 and

use nj,avg directly because Poisson sampling is computationally expensive and

the difference between nj,avg and nj,poi when nj,avg > 10 is small. The total

mass of newly formed Pop II stars in each step i is then δM i
∗,II = Σmj,starnj,

where nj is the number of stars in bin j. Throughout the simulation, we track

massive stars (> 8M⊙) individually because their stellar feedback is important

to subsequent SF.

We adopt ηII = 2 as our fiducial value and explain the calibration in Section 2.3.

Finally, we adopt adaptive time-steps in the subcycles, which means that δti

varies. The adaptive time-step guarantees that all physical processes are accurately

resolved when the relative change in any component of the baryonic mass budget

is fast, and that we save computational time where the relative change is slow. We
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calculate three additional timescales:

tstar =
M∗,II

Mcold

tcold,ff ,

tcool =
Mcold

Mhot

tdyn,

tacc =
Mhot

Ωb

Ωm
Mvir,peak −

(
M0

cold +M0
hot +M0

∗,II +M0
out

)∆tz.

(2.12)

Using these, we set the subcycle time-step following:

δti = 0.25min(tstar, tcold, tacc, tdyn,∆tz). (2.13)

The number of subcycle time-steps (Nsub) is then determined by the above mentioned

physical processes. We make sure that ΣNsub
i=1 δti = ∆tz in the code. If the computed

δtfinal leads to ΣNsub
i=1 δti > ∆tz, we then force δtfinal = ∆tz − ΣNsub−1

i=1 δti. Our use

of adaptive time-steps for the subcycles guarantees that mechanical and radiative

feedback are sufficiently resolved in time, but significantly reduces the computational

cost compared to what would be required using a small fixed time-step.

2.2.4 Population II Stellar Feedback

During their stellar lifetime, massive stars (> 8M⊙) emit copious amount of ionising

photons. Furthermore, stars with masses in the range 10 − 40M⊙ die as CCSNe

(Heger and Woosley, 2002, 2010). Each CCSN produces an amount of energy ESN =

1051 erg and the energy is injected into the interstellar medium (ISM). Here we

describe how the photons emitted by massive stars and the energy from SNe affect

the ISM in our model.

1. Photoheating

The ionising photons heat up the dense cold gas surrounding the star forming

region. For stars with different masses, we calculate a time-averaged mass

conversion rate, ⟨Ṁheat⟩, over their lifetimes.

Firstly, the mass which is enclosed in the Hii region of a D-type I-front can

be described as a function of t

MHii = mH
4π

3
R3

I (t)nHii (t) (g), (2.14)

where nHii (t) is the number density at time t inside the Hii region and mH is

the atomic mass. For simplicity, we ignore helium. The number density inside
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the Hii region is computed by

nHii (t) = nden
cold

(
RD

RI(t)

)3/2

(cm−3), (2.15)

where nden
cold is the number density of the dense gas. The radius that the I-front

reaches at time t, RI(t) is computed by (Spitzer, 1978)

RI(t) = RD

[
1 +

7

4

cs(t− tD)

RD

]4/7
(cm), (2.16)

where cs = 11.4
(

Tion

T4

)1/2
× 105cms−1 is the sound speed and we assume for

simplicity a fixed temperature Tion = 104K. The distance that the I-front

reaches when it enters D-type expansion, RD, is

RD =

(
3Q

4π(nden
cold)

2
αB

)1/3

(cm), (2.17)

and the time it needs to reach this distance, tD, is given by

tD = ln

(
842

23

(
Q

1048

)1/3(
nden
cold

103

)1/3
)
τ(s), (2.18)

where τ = (αBn
den
cold)

−1s is the recombination time.

We can then express MHii (t) as

MHii (t)

=
4πmH

3
R3

D

[
1 +

7

4

cs(t− tD)

RD

]12/7
nden
cold

(
RD

RI(t)

)3/2

= mHn
den
cold

4π

3
R3

D

[
1 +

7

4

cs(t− tD)

RD

]6/7
(g).

(2.19)

Finally, we can use the expression above to write down the rate at which gas

is incorporated into the Hii region, converting it from the cold phase in our

model to the hot phase. This is essentially the time derivative of Eq. 2.19 and
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we obtain the instantaneous mass conversion rate of a massive star

Ṁheat = 10−25mHn
den
coldR

2
Dcs[

1 +
7

4

cs(t− tD)

RD

]−1/7

[M⊙yr
−1],

(2.20)

where mH = 1.66× 10−24 g is the mass of a hydrogen atom, nden
cold = 103 cm−3

is the number density, cs,ion = 11.4 (Tion/10
4)

1/2×105 cm/s is the sound speed,

and Tion = 104K is the temperature of the ionised gas. We denote the distance

between the ionising front and the star, and the time it takes when the I-front

reaches D-type expansion, as RD and tD, respectively.

As an example, we show the mass conversion rates for 10, 25 and 63M⊙ stars

over the course of their lives in Figure 2.2. These values were computed as-

suming a cold gas density nden
cold = 1000 cm−3, but are only weakly sensitive to

this choice. After a decrease in a small fraction of the stellar lifetime, Ṁheat

stays almost constant until the end of the stellar lifetime. Based on Table 6

in Schaerer (2002), we find that the ionising photon rate Q of massive stars

(7-150M⊙) can be well described with the following equation,

log10Q = 27.8 + 30.68

(
Mstar

M⊙

)
− 14.8

(
Mstar

M⊙

)2

+ 2.59

(
Mstar

M⊙

)3

.

(2.21)
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Figure 2.2: Mass conversion rate of 10, 25, and 63 M⊙ stars throughout their life-
times. These values are computed using Equation 2.20 with an assumed cold gas
density of nden

cold = 1000 cm−3.
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We note that R2
D, tD and therefore Ṁheat show a non-linear behaviour with

the ionising photon emission rate. Stars that form in a cluster are less efficient

at heating their ambient medium than isolated stars. Since there is no spatial

information inside the halo available from the Caterpillar trees, we assume

that 90% of the massive stars form in the very central region of the halo that

can be considered as one big star cluster. We add the ionising photons from

these 90% of massive stars and calculate one Ṁheat,cl. For the rest of massive

stars (10%), we assume that they form in isolation and calculate a Ṁheat,iso

for each of them. In time-step i, we sum up the contributions from all of the

massive stars to calculate the mass that is converted from cold phase to hot

phase,

δMheat,i =
(
Ṁheat,cl + ΣNiso

j=1 ⟨Ṁ
j
heat,iso⟩

)
δti. (2.22)

As shown above, Ṁheat does not depend linearly on the number of ionising

photons. Therefore, whether stars are in clusters or isolation may be important

to the stellar feedback. We show two extreme cases of star clustering: 1) all

stars reside in the very central region and can be considered as one cluster,

and 2) all stars are in isolation. The resulting SMHM relations of these two

cases are shown in Figure 2.3. The distinct difference lies in the most massive

haloes, i.e., the MW in each Caterpillar tree. In such haloes, the number of

massive stars is bigger and therefore the importance of Ṁheat emerges.

In mini-haloes with Tvir < 10000 K, the mass heated by ionisation is added

directly to the outflow. To determine Tvir, we use the expression

Tvir =
GMvir,peakmH

RvirkB
, (2.23)

G = 6.67 × 10−8 cm3 g−1 s−2 is the gravitational constant, Mvir,peak is the

largest virial mass that the halo ever attains up to the current redshift, and

kB = 1.38 × 10−16 cm2 g s−2K−1 is the Boltzmann constant. The reasoning

behind this approximation is that these haloes are not massive enough to

gravitationally bind ionised gas, as the escape velocity from these haloes is

smaller than the speed of sound in the ionised gas. Sufficiently strong ionising

radiation has been shown to cause efficient outflows in such haloes, quickly

removing most of the gas from them (Whalen et al., 2008; Chiaki et al., 2018;

Schauer et al., 2017). Visbal et al. (2017) demonstrated that haloes above the

atomic cooling limit can bind ionised gas and collapse under their own gravity.
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Figure 2.3: We show the SMHM relation from 30 Caterpillar trees if we assume that
all massive stars reside in one big cluster in black and that all massive stars form in
isolation in cyan.

2. Supernovae

Since we do not have spatial information on the gas inside a halo, we assume

that a fraction of the gas absorbs the supernovae energy and is then unbound

from the halo, i.e., gas is preferentially lost entirely rather than recycled via

a galactic fountain. We compare the total supernovae energy deposited in the

gas during time-step i with the gravitational binding energy of gas in order

to determine how much gas is ejected during the time-step, i.e., δM i
out,cold and

δM i
out,hot.

We assume a uniform density inside each baryonic content. There are four

components that contribute to the total binding energy: the dark matter halo,

the cold gas, the hot gas and the stars. Stars and cold gas reside in the same

region, that we define as the disk (at a radius of Rrs). The contribution from
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each component can be calculated separately and summed up later, i.e.,

Ebind,hot

=

∫ Rvir

0

dMhotU(r)

= Ehot,DM + Ehot,disk + Ehot,hot,

(2.24)

and

Ebind,cold

=

∫ Rs

0

dMcoldU(r)

= Ecold,DM + Ecold,stellar + Ecold,cold + Ecold,hot,

(2.25)

where U is the potential energy. We first write down the detailed derivation

of the three components in Eq. 2.24.

Ehot,hot =

∫ Rvir

0

GMhot(r)dMhot

R

=

∫ Rvir

0

G4
3
πr3ρhot4πr

2ρhotdr

r

=
3

5

GM2
hot

Rvir

.

(2.26)

Ehot,disk =

∫ Rvir

0

dMhot

∫ ∞

r

GMdisk(R)

R2
dR

=

∫ Rs

0

dMhot

[∫ Rs

r

GMdisk(R)

R2
+

∫ ∞

Rs

GMdisk

R2

]
dR +

∫ Rvir

Rs

dMhot
GMdisk

r

= 4πρhotG

[
2π(R

5
s

3
− R5

s

5
)ρdisk

3
+

R3
s

3

Mdisk

Rs

]
+ 2πρhot(R

2
vir −R2

s )GMdisk

=

(
3Rs

2Rvir

− 13R3
s

30R3
vir

)
GMhotMdisk

Rs

,

(2.27)

where Mdisk = Mstellar +Mcold.
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Ehot,DM =

∫ Rvir

0

dMhot

∫ ∞

r

GMDM(R)

R2
dR

=

∫ Rvir

0

dMhot

∫ ∞

r

G

R2
dR

∫ R

0

4πr′
2 ρ0

r′

Rs

(
1 +

r′

Rs

)2dr
′

= 4πGρ0R
3
s

∫ Rvir

0

dMhot

∫ ∞

r

dR

R2

∫ R

0

r′

(Rs + r′)2
dr′

= 16π2Gρ0ρhotR
3
s

∫ Rvir

0

r (ln (Rs + r)− lnRs) dr

=
3GMvir,peakMhot

Rvir

[
−Rvir

Rs+Rvir
+ lnRs+Rvir

Rs

] [(1

2
− R2

s

2R2
vir

)
ln

(
Rs +Rvir

Rs

)
+

Rs

2Rvir

− 1

4

]
(2.28)

Similarly, the four components in Eq. 2.25 are shown in Eqs. 2.29-2.32.

Ecold,stellar =

∫ Rs

0

dMcold

∫ ∞

r

GM∗(R)

R2
dR

=

∫ Rs

0

dMcold

[∫ Rs

r

GM∗(R)

R2
dR +

∫ ∞

Rs

GM∗(R)

R2
dR

]
=

∫ Rs

0

4πr2ρcolddr

[
G2πρstar(R

2
s − r2)

3
+

GM∗

Rs

]

= 4πρcold

G2πρstar(
Rs

3

3
R2

s −
Rs

5

5
)

3
+

GM∗Rs
3

3Rs


=

6GMcoldM∗

5Rs

(2.29)
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Ecold,hot =

∫ Rs

0

dMcold

∫ ∞

r

GMhot(R)

R2
dR

=

∫ Rs

0

dMcold

[∫ Rvir

r

GMhot(R)

R2
dR +

∫ ∞

Rvir

GMhot(R)

R2
dR

]
=

∫ Rs

0

ρcold4πr
2dr

[
Gρhot2π(R

2
vir − r2)

3
+

GMhot

Rvir

]

= ρcold4π

Gρhot2π(
R3

s

3
R2

vir −
R5

s

5
)

3
+

GMhotR
3
s

3Rvir


=

GMhotMcold

Rvir

(
3

2
− 3R2

s

10R2
vir

)

(2.30)

Ecold,DM =

∫ Rs

0

dMcold

∫ ∞

r

GMDM(R)

R2
dR

= 16π2Gρ0ρcoldR
3
s

∫ Rs

0

r (ln (Rs + r)− lnRs) dr

=
3GMvir,peakMcold

4Rs

[
−Rvir

Rs +Rvir

+ ln
Rs +Rvir

Rs

]
(2.31)

Ecold,cold =
3GM2

cold

5Rs

(2.32)

Finally, the total binding energy of hot gas can be described by the following

analytic equation,

Ei
bind,hot =

3GMvir,peakM
i
hot

Rvir

[
−Rvir

Rs+Rvir
+ lnRs+Rvir

Rs

]×
[
−1

4
+

1

2

(
1− R2

s

R2
vir

)
ln
Rs +Rvir

Rs

+
1

2

Rs

Rvir

]
+

(
3Rs

2Rvir

− 13R3
s

30R3
vir

)
GM i

diskM
i
hot

Rs

+
3

5

G(M i
hot)

2

Rvir

,

(2.33)

where Mvir,peak is the virial halo mass a halo ever attains up to the current

redshift, Rs is the scale radius of the dark matter halo, which we assume to

follow an NFW profile (Navarro et al., 1996), Rvir is the virial radius of the
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halo and M i
disk is the mass of the disk. Similarly, the binding energy of cold

gas can be described by

Ei
bind,cold =

3GMvir,peakM
i
cold

4Rs

[
−Rvir

Rs+Rvir
+ lnRs+Rvir

Rs

]
+

6GM i
coldM∗

5Rs

+
GM i

hotM
i
cold

Rvir

(
3

2
− 3R2

s

10R2
vir

)
+

3G(M i
cold)

2

5Rs

.

(2.34)

We adopt an outflow efficiency with a functional form of

γout =

(
Mvir,peak

Mnorm

)αout

, (2.35)

where Mnorm is the normalisation mass. Both Mnorm and αout are free pa-

rameters in our model. We adopt fiducial values of Mnorm = 1010.5M⊙ and

αout = 0.72 and explain their calibration in Section 2.3. Supernovae are as-

sumed to explode in warm, low density regions created by prior photoionisa-

tion. Therefore, we first calculate how much hot gas will be removed,

δM i
out,hot = min

(
Ei

SNe/γout
Ei

bind,hot

M i
hot,M

i
hot

)
, (2.36)

where Ei
SNe is the sum of supernovae energies that occur in this time-step.

If Ei
SNe/γout > Ei

bind,hot, we then calculate a ”leftover” supernovae energy

Ei
SNe,left/γout = Ei

SNe/γout − Ei
bind,hot. In other words, we only consider the

ejection of cold gas if Ei
SNe,left > 0 and obtain

δM i
out,cold = min

(
Ei

SNe,left/γout

Ei
bind,cold

M i
cold,M

i
cold

)
. (2.37)

2.2.5 Ionising and enriching volumes (internal/external en-

richment)

Reionisation feedback and external enrichment are modelled according to the de-

scription in Magg et al. (2018). Each star-forming halo has an ionised bubble around

it. These bubbles are launched at the virial radius and change their sizes based on

the ionising photon budget, i.e., they expand if the halo emits more ionising photons

and shrink if there are more recombination events than ionising photons emitted.
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The volume V of the ionised region is therefore updated from a time-step i to the

next time-step i+ 1 as

Vi+1 =

(
Vi +

Ṅion∆t

n

)
(1 + ∆tnαBC)−1 , (2.38)

where Ṅion is the emission rate of ionising photons, n is the mean IGM nucleon

number density, C = 3 is the clumping factor of the IGM (Robertson et al., 2013)

and αB = 2.6×10−13 cm3 s−1 is the case B recombination rate coefficient of hydrogen

at 104 K (Draine, 2011). When haloes merge the volumes of the ionised bubbles are

added up, as the sum conserves the number of ionisations.

Furthermore, each halo has a metal-enriched region around it. The expansion of

the metal-enriched shell is modelled by a momentum driven snowplough, where the

momentum is calculated based on the assumption that all ejected material has a con-

stant velocity of vout = 110 km s−1 and slows down by sweeping up the intergalactic

medium. This assumption leads to an expansion velocity of

vII = vout
Mout

Mout +
4
3
πρb (R3

enr −R3
vir)

, (2.39)

where ρb is the mean IGM mass density and Renr is the radius of the currently

enriched region around the halo. Derivations and more details of the implementation

of both of the methods can be found in Magg et al. (2018).

2.3 Calibration

In this section, we study the influence of the free parameters in our Pop II SF model

and describe how we determine their fiducial values. These parameters are Pop II SF

efficiency ηII (Eq. 2.9), exponent αout, and normalisation mass Mnorm in the outflow

efficiency γout (Eq. 2.35), which are defined in Section 2.2.1. In simulations other

than the fiducial one, only one parameter is varied.

2.3.1 Observables used in calibration

1. MW properties at z = 0

We calibrate our model to the observed MW properties at z = 0, which are

its stellar mass M∗ (stars that survive until z = 0) and cold gas mass Mcold.
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2. Cumulative stellar mass function (SMF) of the satellites

The SMHM relation connects the host halo and the galaxy, but it does not pro-

vide direct information on how many satellites there are in the MW system.

Therefore, we compare the cumulative stellar mass function obtained from

a-sloth simulated satellites with the one from observed MW satellites (Mc-

Connachie, 2012; Muñoz et al., 2018). To quantify the difference, we perform

a two-sample Kolmogorov-Smirnov (K-S) test (Kolmogorov, 1933; Smirnov,

1939; Massey, 1951) on our cumulative stellar mass function and the observed

one. We retrieve the KS statistic from the two-sample K-S test, which rep-

resents the maximal distance between the two stellar mass functions and is

normalised to have a value between 0 and 1. The smaller the KS statistic,

the more-alike the two distributions are. Additionally, we retrieve a p-value

from the same two-sample K-S test, which tells us whether we can reject the

hypothesis that the two distributions are the same. The higher the p-value,

the less certain we are to reject the hypothesis.

3. Stellar mass-to-halo mass relation

We compare the SMHM relation produced by a-sloth with the one derived

by Garrison-Kimmel et al. (2014) (hereafter GK14), who used the abundance

matching (AM) to derive their SMHM relation. The underlying assumption

of the AM technique is that the number of galaxies with stellar masses above

a certain mass is the same as the number of haloes with virial masses above

a certain mass (Kravtsov et al., 2004; Tasitsiomi et al., 2004; Vale and Os-

triker, 2004; Conroy et al., 2006; Conroy and Wechsler, 2009; Guo et al., 2010;

Behroozi et al., 2010). To quantify the difference between our SMHM relation

and the one in GK14, we apply a mean-squared-error analysis. Due to ob-

servational completeness, the SMHM relation in GK14 is robust in the range

M∗ = 105 − 108M⊙. For a-sloth simulated galaxies with stellar masses in

this range, we calculate their expected stellar mass if they follow the SMHM

relation in GK14, AM(Mvir,peak). The mean-squared-error χ2 is then

χ2 =
1

Ngal

Ngal∑
i=1

(M∗,i − AM(Mvir,i))
2 , (2.40)
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where

log10(AM(M∗)) = (log10(5.457× 1010 M∗)+

fbwc(log10(M∗/3.266× 1011 M∗))− fbwc(0)),
(2.41)

and Mvir,i and M∗,i are given in solar masses. The fitting function fbwc is given

in Behroozi et al. (2013) that

fbwc(x) =− log10(10
αx + 1)+

3.508(log10(1 + exp(x)))0.316/(1+exp(10−x)).
(2.42)

We adopt α = 1.92 following GK14. We further compare the SMHM rela-

tion produced by a-sloth with the one in Nadler et al. (2020) (hereafter

N20), which was inferred from the fit of satellite population discovered by the

Dark Energy Survey (DES) and the Panoramic Survey Telescope and Rapid

Response System Pan-STARRS1 (PS1).

2.3.2 Free parameters in the Pop II star formation model

Here we explore how a-sloth produced observables depend on the free parameters

of our Pop II SF model. These observables are the MW properties (Figure 2.4),

the SMHM relation, halo occupation fraction (fraction of haloes at given Mvir,peak

that hosts a galaxy at z = 0), and cumulative SMF of the satellites at z = 0 (Fig-

ure 2.5). The quantification of differences in the observables are shown in Figure 2.6.

1. Pop II star formation efficiency

We explore Pop II SF efficiency ηII with 5 discrete values: [0.1, 0.5, 2.0, 5.0,

10.0]). In Figure 2.4, we observe that the MW stellar mass is similar among

the five simulations. On the other hand, the MW cold gas mass has a clear de-

pendence on ηII, where the highest ηII gives the lowest MW cold gas mass. In

Figure 2.5, we observe that the SMHM relations with different ηII are all con-

sistent with the one in GK14 and the one in N20 above the observational com-

pleteness. Below the observational completeness, haloes with similar Mvir,peak

host smaller galaxies at z = 0 if we adopt lower ηII. Similarly, the difference in

the cumulative SMF at z = 0 among the five simulations only appears below

the observational completeness, where the lowest ηII gives the fewest satellites.

In Figure 2.6, we observe that ηII has a relative small influence on the p-value

and χ2. This indicates that the SF in satellites is mostly feedback regulated,
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Figure 2.4: We show the mean values and standard deviations of M∗ (top panels)
and Mcold (bottom panels) from 30 Caterpillar trees in different simulations, where
we tune one of the main parameters in the Pop II SF model. From left to right:
Pop II star formation efficiency, exponent, and normalisation mass in the outflow
efficiency. The upper and lower grey bands show the observational constraints:
[4.86− 6]× 1010M⊙ for the observed MW stellar mass and [3.1− 6]× 109M⊙ for the
observed MW cold gas mass, respectively.
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Figure 2.5: From left to right: cumulative SMF of satellites at z = 0, halo occupa-
tion fraction (fraction of haloes at a givenMvir,peak that hosts a galaxy at z = 0), and
the SMHM relation at z = 0. From top to bottom: Pop II star formation efficiency,
normalizaton mass, and exponent in the outflow efficiency. In the cumulative SMF
panels, we plot the observed one (McConnachie, 2012; Muñoz et al., 2018) in black
curve. The solid curve shows the cumulative SMF above the observational complete-
ness, while the dashed curve shows the one below the observational completeness.
In the SMHM panels, we plot the SMHM relation in GM14 in grey solid curve and
the SMHM relation in N20 in grey contour. The dark grey shows 1σ region and the
light grey contour shows the 2σ region of their best-fit relation.
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because they have a shallow potential. The satellites grow slower than the

MW throughout the merger histories, therefore, they are less resistant to the

stellar feedback. On the other hand, the MW has a much deeper potential

and is more capable of retaining gas.

2. Outflow efficiency

As described in Section 2.2.4, the amount of gas removed by SNe is determined

by comparing the binding energy of gas and the energy of SNe. We introduce

γout = (Mvir,peak/Mnorm)
αout such that given the same amount of SN energy, a-

sloth removes relatively more gas in smaller haloes than in the bigger ones.

Here we examine the importance of the normalisation mass Mnorm and the

exponent αout.

We study 5 different values of Mnorm spaced regularly in log-space between

109.5M⊙ and 1011.5M⊙. In contrary to ηII, we observe that changing Mnorm

leads to a change in the slope of the SMHM above the observational com-

pleteness. The slope steepens when Mnorm decreases, but the stellar mass in

the plateau is similar among the five simulations. We also find that adopt-

ing Mnorm = 109.5M⊙ produces the most luminous satellite while adopting

Mnorm = 1011.5M⊙ produces the least. There is a monotonic decrease in M∗

and Mcold as Mnorm increases. This is expected because higher Mnorm gives

lower outflow efficiency at fixed Mvir,peak and αout, which means that the halo

is less resistant to the SNe. For the exponent αout, we study 5 different values

distributed regularly in linear space between 0.40 and 1.04. We find that αout

has an impact on the overall slope of the SMHM relation and lower αout gives

a flatter SMHM relation. When αout > 0, the gas is more resistant to the SNe

in haloes more massive than Mnorm. Thus, we observe a monotonous increase

in M∗ and Mcold as αout increases.

The slope of the SMHM relation above the observational completeness is

mainly influenced by αout and Mnorm plays the role of the anchor point. On

the other hand, the stellar mass in the SMHM plateau is mainly influenced by

the Pop II star formation efficiency ηII. This leads to flattening of the SMHM

relation occurring at different Mvir,peak.

3. Choice of number of Pop II IMF bins

We show the averaged number of ionising stars and SNe we get out of every

1000M⊙ of stars in our model in Table 2.2 with different number of Pop II
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IMF bins nbins,II. The difference between 4096 and 8192 bins is less than 0.1%

in Nion and identical in NSNe. Therefore, we adopt nbins,II = 4096 in our model.

nbins,II Nion NSNe

128 10.69 7.85
256 10.55 7.75
512 10.48 7.71
1024 10.51 7.73
2048 10.49 7.74
4096 10.49 7.74
8192 10.48 7.74
16384 10.48 7.74

Table 2.2: Averaged number of ionising stars and SNe that we draw from the IMF
given a total stellar mass of 1000M⊙.

Based on Figures 2.4-2.6, we find that the following combination of parameters

gives the best overall results: ηII = 2., αout = 0.72, and Mnorm = 1010.5M⊙. The

fiducial values of our Pop II SF model are listed in Table 2.3.

Parameter Fiducial value
ηII 2
nbins,II 4096
Mbound,II (M⊙) (0.01, 100)
Mcrit S21
αout 0.72
Mnorm (M⊙) 1010.5

nden
cold (cm−3) 1000

vBC (σrms) 0.8

Table 2.3: The main parameters in our model and their fiducial values.
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2.4 Results

2.4.1 Main output

In this section we discuss about the MW properties, cumulative stellar mass func-

tion, halo occupation fraction, and SMHM relation from our fiducial model in more

details and the scatter among the 30 Caterpillar trees.

1. MW properties at z = 0

From our fiducial model, we obtain Mcold = 5 × 109M⊙, and M∗ = 4.84 ×
1010M⊙. The corresponding standard deviations are σMcold

= 2.29 × 109M⊙,

and σM∗ = 1.77 × 1010M⊙, respectively. Our M∗ is at the lower limit of the

estimate by McMillan (2017) ([4.86− 6]× 1010M⊙). The scatter in M∗ among

the 30 Caterpillar trees, 1.77 × 1010M⊙, is larger than the observational un-

certainty, 0.57 × 1010M⊙. Since there is no distinction between atomic and

molecular phase in our model, we compare our M cold with the combination

of molecular and cold atomic masses estimated by Ferrière (2001). They es-

timated a value in the range [3.1 − 6] × 109M⊙, which covers our result of

Mcold = 5× 109M⊙.

2. Cumulative satellite stellar mass function

In Figure 2.7, we show the cumulative stellar mass function (SMF) of MW

satellite galaxies from our fiducial model in grey and the observed one (Mc-

Connachie, 2012; Muñoz et al., 2018) in blue. The scatter among the 30

Caterpillar trees is larger at high mass end but decreases as M∗ decreases.

The number of satellites increases rapidly when stellar mass goes below the

observational completeness but converges at ≈ 103 − 104M⊙. The discrep-

ancy between the number of satellites below the observation limit is known

to exist between observations and Λ cold dark matter numerical simulations,

the “missing satellite problem” (Kauffmann et al., 1993; Moore et al., 1999;

Klypin et al., 1999).

3. Halo occupation fraction

In the middle panel of Figure 2.7 we plot individual halo occupation fractions

(fraction of haloes at given Mvir,peak that hosts a galaxy at z = 0) from 30
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Caterpillar trees and find only a small scatter among them. This fraction

plummets at Mvir,peak ≈ 108 − 108.5M⊙ and stays constant while the presence

and value of the stellar mass plateau changes. Thus, the presence of a plateau

due to stochastically populated haloes suggested by Sawala et al. (2015) is not

the only reason for such a break.

4. Stellar mass-to-halo mass relation

In Figure 2.7, a-sloth simulated galaxies are plotted with coloured points,

where the colour indicates the data density in a 2-dimensional phase space.

The cyan triangles are the MWs in the 30 Caterpillar trees. Our fiducial model

gives excellent consistency with the SMHM relation in GK14 and the one in

N20. An interesting result of our model is that we predict a flattening in the

SMHM relation below Mvir,peak ≈ 109M⊙. Two main factors are responsible

for this plateau. 1) The outflow efficiency γout, which is proportional to the

peak virial mass of a halo (Eq. 2.35). In our model, one SN event ejects more

gas in smaller haloes than in larger ones. In other words, gas is more easily

retained in larger haloes, leading to more star formation. 2) The star formation

efficiency. In Figure 2.5, we observe that the turn occurs at different Mvir,peak

for different ηII and the mass of the plateau increases when ηII increases. This

is because the higher the star formation efficiency, the more stars form before

the SNe feedback kicks in and regulate further star formation. We fit the

SMHM relation from our fiducial model with a broken power-law

M∗ ∝ M1.80
vir,peak for Mvir,peak ≥ 109M⊙, (2.43)

and

M∗ ∝ M0.66
vir,peak for Mvir,peak < 109M⊙. (2.44)
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Figure 2.7: In the left panel, a-sloth simulated SMFs from 30 Caterpillar trees
are shown in grey solid curves and the observed SMF (McConnachie, 2012; Muñoz
et al., 2018) is plotted in blue, where the dashed curve indicates that the stellar
mass is below the observational completeness (shown in the cyan dashed line). In
the middle panel, the halo occupation fractions from a-sloth simulated galaxies
are shown as grey solid curves. In the right panel, each data point represents one
a-sloth simulated galaxy and its colour indicates the data density in the parameter
space. The red solid curve represents the AM relation from GK14, which is robust
at M∗ > 2.9×105M⊙. The grey contour shows the SMHM relation from N20, where
the 1σ contour is shown in dark grey and the 2 σ contour is shown in light grey.
The grey dashed line indicates the observational completeness and below this M∗,
we enter the prediction region of our model. We identify the simulated MWs with
cyan triangles and the blue cross marks the observed values of MW with upper and
lower limits. The MW stellar mass is estimated by McMillan (2017) and the MW
virial halo mass is estimated by Posti and Helmi (2019). We show satellites with
zero surviving stars at the bottom of the figure.

2.4.2 Slope of the Pop II initial mass function

Here we discuss how different Pop II IMFs change our main results. To simplify the

problem, we only change the slope of the Pop II IMF αII in the mass range Mstar ≥
0.5M⊙. Other than the fiducial value from the Kroupa IMF, dN/dlogM ∝ M−1.3,

we examine two different slopes, which are dN/dlogM ∝ M−0.3 and dN/dlogM ∝
M−2.3, corresponding to a more top-heavy and bottom-heavy IMF, respectively. The

resulting changes in the cumulative SMF, halo occupation fraction , and SMHM

relation are shown in Figure 2.8. Green, orange, and blue represent αII = −0.3,

−1.3 and −2.3, respectively.

We find that flattening the Pop II IMF at Mstar ≥ 0.5M⊙ leads to lower stellar

mass at z = 0 in all haloes. The cumulative SMF is therefore below the observed

one at all M∗. In contrary, steepening the Pop II IMF at Mstar ≥ 0.5M⊙ makes

the flattening of the cumulative SMF occur at higher M∗, compared to the fiducial

model, and the SMF is entirely above the observed one. We find a universal turning

point at Mvir,peak ≈ 109M⊙ and that flattening the Pop II IMF at Mstar ≥ 0.5M⊙
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Figure 2.8: Similar to Figure 2.5, but we show the cumulative SMF, halo occupation
fraction, and SMHM relation from different simulations where we adopt different
slopes of Pop II IMF at the high mass end (Mstar > 0.5M⊙).

leads to a flatter SMHM relation at Mvir,peak < 109M⊙, but does not change the

slope of SMHM relation at Mvir,peak ≥ 109M⊙ significantly.

Changing the Pop II IMF at the high mass end is equivalent to changing the

fraction of massive stars at a fixed total stellar mass. Smaller haloes (Mvir,peak <

109M⊙) are less resistant to the stellar feedback, therefore, not only the slope of the

SMHM depends more heavily on the slope of the Pop II IMF, but also the overall

distribution of stellar masses of these haloes at z = 0 depends on the slope of the

Pop II IMF, leading to different cumulative SMFs. The influence of different Pop II

IMFs on the halo occupation fraction is negligible.

Since we only vary the slope of the Pop II IMF in these simulations, there is

the possibility that we can tune the free parameters in our model to find another

“good” model, which produces consistent results with the observation. However, it

is not the main focus of this work to study how different Pop II IMFs influence the

results. We therefore leave this exploration for future studies.

2.4.3 LW background and baryonic streaming velocity

As described in Section 2.2.2, the strength of the LW background (J21) and baryonic

streaming velocities (vBC, in units of root-mean-squared value σrms) affect the critical

mass Mcrit of a halo. Here we compare different Mcrit models with the fiducial one

and examine the influence of vBC.
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1. S21

This is our fiducial model where we follow Eqs. 9 and 10 in Schauer et al.

(2021) (see Section 2.2.2 for details). The critical mass of a halo is

log10Mcrit = 6.0174 (1.0 + 0.166
√
J21) + 0.4159

vBC

σrms

, (2.45)

where J21 depends on redshift via J21 = 102−z/5. We note that we adopt

constant vBC throughout the simulation.

2. OHS

In our previous work, we compute Mcrit by considering prescriptions in O’Shea

and Norman (2008), Hummel et al. (2012), and Stacy et al. (2011). Thus, we

denote this model as OHS. First, we follow O’Shea and Norman (2008) and

assume that Mcrit depends only on J21. We denote this critical mass as Mcrit,O

that

Mcrit,O = 4
(
1.25× 105 + 8.7× 105 (4πJ21)

0.47) . (2.46)

Second, we follow Hummel et al. (2012) and assume that when a halo reaches

the critical virial temperature, Tcrit = 2200 K, the gas reaches high density

and collapses to form Pop III stars. We denote this critical mass as Mcrit,H

and compute its value

Mcrit,H = 106
(

Tcrit

1000K

)1.5(
1 + z

10

)−1.5

. (2.47)

Finally, we follow Stacy et al. (2011) and assume that the gas in a halo collapses

and starts to form stars when the virial mass of the halo reaches a critical value.

We denote this mass as Mcrit,S and

Mcrit,S =
πv3eff

6G3/2ρ1/2
, (2.48)

where veff =
√

vBC(z)2 + c2s is the effective velocity of the gas, the redshift-

dependent streaming velocity is given by

vBC(z) = vBC × 6× 105

201
× (1 + z), (2.49)

where vBC is the input streaming velocity at z = 0, cs =
√
kBT/µmH is

the sound speed, ρ is the mean dark matter density of the halo and T =
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0.017(1 + z)2K is the gas temperature (Schneider, 2015). In model OHS, the

final critical mass is determined by taking the maximum of Mcrit,O, Mcrit,H,

and Mcrit,S that

Mcrit = MAX(Mcrit,O,Mcrit,H,Mcrit,S). (2.50)

3. F13

The last Mcrit model we consider is based on the prescription in Fialkov et al.

(2013). In this model F13, the virial mass of a halo needs to exceed Mcrit such

that the gas cools down efficiently and starts to form stars. This critical mass

is computed by

Mcrit = M0(1 + 6.96(4πJ21)
0.47), (2.51)

where J21 depends on redshift via J21 = 102−z/5, and M0 is the critical mass

when there is no LW background. We show the derivation of M0 below. Fol-

lowing Bryan and Norman (1998), the mean density of a halo can be written

as

ρh =
3Mvir

4πr3vir
= ∆virρm(z) = ∆virΩm(z)

3H2(z)

8πG
, (2.52)

where Mvir is the virial mass of the halo, ∆vir = ρh/ρm(z) is the over density,

Ωm(z) is the redshift dependent matter density, H(z) is the Hubble constant,

and G is the gravitational constant. We have the following equations:

ρm(z) = Ωm(z)ρc(z) = ρm,0(1 + z)3 = Ωm,0
3H2

0

8πG
(1 + z)3, (2.53)

and

r3vir = h−2Mvir∆
−1
virΩ

−1
m,0(1 + z)−3 3

4π

8πG

3H2
0

, (2.54)

where H0 = 67.8 kms−1 Mpc−1 (Planck Collaboration et al., 2016). We can

rewrite Eq. 2.54 into

rvir ≃210h−1kpc

(
Mvir

1012h−1M⊙

)1/3

×
(
∆vir

200

)−1/3

Ω
−1/3
m,0 (1 + z)−1

(2.55)
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Therefore, the circular velocity at virial radius is

vcir =

√
GMvir

rvir
≃ 146.6kms−1

(
Mvir

1012h−1M⊙

)1/3(
∆vir

200

)1/6

Ω
1/6
m,0(1 + z)1/2

(2.56)

Finally, we have Mvir as a function of vcir, over density ∆vir, and redshift z,

Mvir

1012h−1M⊙
=( vcir

146.6kms−1

)3(∆vir

200

)−1/2

Ω
−1/2
m,0 (1 + z)−3/2.

(2.57)

In Fialkov et al. (2012), they assumed that a halo starts to form Pop III stars

if its circular velocity exceeds the threshold,

vcool(z) =
√
(3.714)2 + (4.015vBC(z))2, (2.58)

where the streaming velocity is dependent on redshift vBC(z) = 0.0298(1 +

z)vBC and vBC is the initial streaming velocity. Here we assume that Mvir is at

∆vir = 200 and substitute Mvir = M0 and vcir = vcool in Eq. 2.57 to compute

M0 in Eq. 2.51.

Finally, as described in Section 2.2.2, we take the minimum of Mcrit, i and

Mcrit,104K to be the final critical mass Mcrit,fin in model i. In total we have 3 differ-

ent Mcrit approaches: S21, OHS, and F13. We compare the results between them

while varying the initial value of streaming velocity, vBC = [0, 0.8, 2, 3]σrms. Other

parameters are fixed at the fiducial values (ηII = 2, αout = 0.72,Mnorm = 1010.5M⊙).

Kulkarni et al. (2021) also propose a new fitting formula for the critical mass. Due

to the recency of their results, we were not able to include their proposed critical

mass in our comparison.

We perform the same analysis as in Section 2.3. Despite the difference in the

Mcrit models, the influence of LW background and streaming velocity is negligible

on the mean MW stellar mass as well as the satellite-based χ2 and p-values. This

indicates that we cannot tell the three Mcrit models apart with the observables used

in Section 2.3. We show the cumulative SMF, halo occupation fraction, and SMHM

reltaion in Figure 2.9. The largest impact of LW background and streaming velocity

is on smaller haloes, which is shown by the cumulative SMF and the halo occupation

fraction. Model OHS produces a factor of few more ultra-faint dwarf galaxies than
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Figure 2.9: Similar to Figure 2.5. Here we show the cumulative SMF, halo occupa-
tion fraction, and SMHM relation from simulations where we adopt different Mcrit

models and different vBC. From top to bottom: OHS, S21, and F13.

the other two models, regardless of the value of vBC. In model S21 we find that the

number of ultra-faint dwarf galaxies NUFD decreases as vBC increases but saturates

at vBC = 2σrms. There is a similar dependence of NUFD on vBC in model F13

and it produces the fewest ultra-faint dwarf galaxies among the four models when

vBC = 0. In Figure 2.10, we show Mcrit v.s. z for different Mcrit models with different

values of vBC. In our fiducial model (vBC = 0.8σrms, F13 gives the highest Mcrit at

z = 10−15, followed S21, and finally OHS. This is consistent with the difference we

find in NUFD. The fraction of haloes hosting a galaxy decreases slower as Mvir,peak

decreases in model OHS, whereas in models S21 and F13, this fractions experiences

a plummet at Mvir,peak ≈ 108M⊙.
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2.5 Discussion

2.5.1 A low-mass plateau in the stellar mass-to-halo mass

relation.

The right column of Figure 2.5 shows our prediction that the SMHM does not

continue as a single power-law to low masses, but instead reaches a plateau of roughly

constant stellar mass. In a-sloth, this plateau is primarily due to a minimum

mass scale imposed by supernova feedback: low-mass haloes able to self-quench

once they form a certain amount of stars. Figure 2.11 shows this in detail: we run

simulations with different Pop II star formation efficiencies using only 1 Caterpillar

tree. We compute the stellar mass form before SNe occur in each global time-step

(∆tz) M∗,pre SNe and the cumulative survival stellar mass M∗(> z) for all haloes at

various redshifts. At given survival stellar mass, we plot the mean M∗,pre SNe with

1σ among the haloes. We observe that with higher Pop II star formation efficiency,

haloes are able to form more stars before SNe occur, which is expected. Once

massive stars start to die as SNe, M∗,pre SNe quickly drops. Thus, if star formation

is more efficient, more stars will form before SN feedback halts star formation. We

emphasise that this plateau is not set by reionisation in a-sloth. In this way,

it may support the supernova quenching scenario proposed by earlier theoretical

studies and cosmological simulations that the external ionising background is not

the dominant source to halt star formation in mini-haloes (Ricotti and Gnedin, 2005;

Salvadori and Ferrara, 2009; Bland-Hawthorn et al., 2015; Jeon et al., 2015, 2017).

Recent observational studies also stress the importance of SN feedback based on the

star formation histories of dwarf galaxies (Monelli et al., 2010b,a; Hidalgo et al.,

2011, 2013; Gallart et al., 2021).

A similar flattening in the SMHM relation has been observed in several previous

studies, but primarily driven by reionisation. Sawala et al. (2015) found such a flat-

tening of the SMHM relation in hydrodynamic simulations, though at much higher

stellar masses (≈105M⊙). In their simulations, this effect was primarily driven by

a low occupation fraction of galaxies in haloes, due to strong global reionisation at

z = 11, as well as tidal stripping. This motivated Dooley et al. (2017) and Jethwa

et al. (2018) to consider a “bent” SMHM relation, which is not required to explain

the MW satellite luminosity function but may alleviate tensions with the SMHM re-

lation around the LMC (also see Manwadkar and Kravtsov 2021). A similar plateau

is also seen at lower stellar masses (≈103M⊙) by Wheeler et al. (2015, 2019), though

they emphasise this plateau could be due to resolution effects as the galaxies are
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Figure 2.11: M∗,pre SNe v.s. M∗(> z) in haloes across all redsfhits from 1 Caterpillar
tree. Results from different simulations with different ηII are plotted with different
colours along with the standard deviation. Note that M∗,pre SNe is computed at each
redshift but M∗(> z) is cumulative over redshifts.

composed of ≈10− 100 star particles only. More recently, Applebaum et al. (2021)

found such a flattening as well, but also occurring at the ≈10 star particle thresh-

old. Other analytic models have also seen a low-mass plateau in the SMHM relation,

e.g. Kravtsov and Manwadkar (2022) predict a break in the SMHM relation due

to reionisation and scatter in halo mass growth histories. These previous results

predict similar breaks in the SMHM as a-sloth, but for a fundamentally different

reason: reionisation instead of supernova feedback. Note that a-sloth does in-

clude local reionisation through small-scale inhomogeneities, but not yet large-scale

instantaneous reionisation quenching at a parameterised redshift like most of these

previous models.

The presence of a stellar mass plateau has several important implications. First,

we predict that the luminosity function of UFDs should experience a sharp upturn

at ≈ 104M⊙. Dooley et al. (2017) showed that such an upturn would match the

luminosity function of LMC satellites, and indeed our predicted SMHM relation

matches their required SMHM relation quite closely. Second, this has implications

for the minimum known dark matter halo mass. If abundance matching holds, then

the lowest stellar mass UFDs should reside in the lowest mass dark matter haloes,

which puts constraints on the nature of dark matter (e.g., Jethwa et al., 2018;
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Nadler et al., 2021; Kim and Peter, 2021). Such constraints often assume a single

power-law can describe the SMHM relation at the low mass regime, but this would

not be sufficient to describe the SMHM relation we predict here with a-sloth.

By introducing a break in the SMHM relation, it changes the constraints obtained

on dark matter properties. Finally, we note that a-sloth does not predict a very

large scatter around the low-mass end of the SMHM relation, as suggested by several

previous works (e.g., Garrison-Kimmel et al., 2017; Munshi et al., 2021). This scatter

is mainly due to star formation in some haloes being suppressed by reionisation.

When such large scatter is introduced, it actually steepens the intrinsic SMHM,

opposite to our prediction of a minimum stellar mass scale from SN feedback.

2.5.2 Uncertainty in critical masses of haloes

Previous studies that did not take the large-scale streaming into account (Dijkstra

et al., 2004; Susa et al., 2014; Visbal et al., 2014; Hirano et al., 2015; Skinner and

Wise, 2020) found that the critical mass of haloes to form stars at high redshift are

typically in the range of 105 − 106M⊙. In addition, Park et al. (2021) suggested

haloes that do not form stars until ∼ 107M⊙ when the LW radiation field is strong

enough. Studies that include large-scale streaming generally find suppression of

star formation in haloes, but the minimum mass of haloes to host stars is still

uncertain. Greif et al. (2011) found the mass of star forming mini-haloes increased

from [2 − 3] × 105M⊙ to ∼ 106M⊙. Tseliakhovich et al. (2011) showed that the

average mass of gas-rich haloes increased from 2 × 104M⊙ to 2 × 105M⊙ and the

suppression of star formation by a factor of 1.4. Naoz et al. (2013) concluded that the

mass of haloes that are able to retain enough gas (baryonic fraction ∼ 0.1) increased

from ∼ 105M⊙ to ∼ 106M⊙. Hirano et al. (2017) simulated supermassive black hole

formation at high redshift and found that the virial mass of star forming haloes

increased by 2 orders of magnitude at z > 30 in their most extreme case. More

recently, Schauer et al. (2019) argued that with vBC = 3σrms, star formation can be

fully suppressed for haloes below the atomic cooling limit. Kulkarni et al. (2021)

analyse a large sample of haloes from hydrodynamical simulations and find that

the LW background and baryonic streaming can change the critical haloes mass

for Pop III star formation by over one order of magnitude at any given redshift.

These studies show the importance of the relative large-scale streaming between

baryon and dark matter on the star-formation process in the early Universe. There

is no fully conclusive evidence on the most likely environment that MW resides in.

However, we note that regions with streaming velocities of vBC = 0.8σ are most

likely (Schauer et al., 2021), and so we adopt this in our fiducial model.
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2.5.3 Caveats

The mechanical and chemical feedback of Type Ia SNe is neglected in our current

model. In the lowest-mass galaxies, Type Ia SNe can be safely ignored because they

only occur with a large delay after star formation and a couple of CCSNe is enough

to quench or even suppress further star formation. In the MW, Type Ia SNe (Ruiter

et al., 2009) are about a factor of 5 fewer than CCSNe (Li et al., 2011; Rozwadowska

et al., 2021). Thus, we do not expect the mechanical feedback from Type Ia SNe to

affect our simulations substantially. We note the importance of including Type Ia

SNe to correctly model the chemical abundances in the MW system, which we plan

to improve in future studies.

We do not include an external ionisation background in this model. The main

source of ionisation in our model is the emission of the MW. This choice is made

for two reasons: First, if the modelled volume was cosmologically representative,

we would find a Thomson scattering optical depth of τe ≈ 0.140 from our model.

We point out that we explicitly do not try to reproduce the value from the Planck

observations (τe = 0.066 Planck Collaboration et al., 2016). The fact that our

optical depth is higher than the average value inferred from Planck indicates that

our modelled volume experiences earlier reionisation than the Universe at large

and that it is dominated by local sources. Second, except for very strong ionising

radiation fields, the LW feedback completely prevents star formation in haloes below

the atomic cooling limit at redshifts below z ≈ 14. Therefore reionisation feedback

is only a small effect in our model.

We adopt a uniform LW background at the same redshift and ignore contribu-

tions from nearby sources. Earlier hydrodynamical simulations (Ahn et al., 2009;

Johnson et al., 2013) indicate that variations of the local LW intensity can span

several orders of magnitudes. Exposure to a much higher LW radiation can fur-

ther suppress star formation in mini-haloes. However, this is only important for a

small fraction of haloes because they need to be in close proximity to massive star-

forming galaxies. Such spatial variation in LW radiation were considered in several

semi-analytic models (Agarwal et al., 2012; Chon et al., 2016; Visbal et al., 2020) to

study the formation of direct collapse black holes and Pop III star formation rate at

high redshift. In this work, Pop III star formation has a minor effect on the results

(number counts of MW satellites and the SMHM relation), but we plan to adopt a

more detailed LW radiation model in a-sloth in future studies.
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2.6 Summary

We introduce an improved Pop II SF model in the semi-analytic code a-sloth,

which takes dark matter merger trees as input and calculates the baryonic contents in

the haloes throughout its merger history. The important physical processes include

Pop III and Pop II SF, aw well as mechanical and chemical feedback from massive

stars. The new feature in the Pop II SF model is that we are now able to trace

individual Pop II stars, which allows us to precisely resolve stellar feedback in space

and time. We take 30 merger trees from the Caterpillar project (Griffen et al.,

2016) and use a-sloth to study the SMHM relation at z = 0 of satellites in MW-

like systems.

In this work, we focus on the Pop II SF model. The main free parameters are

the star formation efficiency ηII, normalisation mass Mnorm and exponent αout in

the outflow efficiency γout. We calibrate our model with the observed stellar mass

(McMillan, 2017) and cold gas mass of MW (Ferrière, 2001), the SMHM relation de-

rived with AM technique from GK14 and N20 above the observational completeness,

and the observed cumulative stellar mass function of satellite galaxies McConnachie

(2012); Muñoz et al. (2018). We find ηII = 2, Mnorm = 1010.5M⊙, and αout = 0.72

gives the most consistent results with the observation and adopt these as fiducial

values.

Our fiducial model produces a mean MW stellar mass of 4.84×1010M⊙ and mean

cold gas mass of 5×109M⊙, which are consistent with the observed values of [4.86−
6]×1010M⊙ and [3.1−6]×109M⊙, respectively. The cumulative stellar mass function

of MW satellite galaxies from a-sloth simulation is consistent with the observation

above the observational completeness. We also find that the cumulative SMF has

an upturn when M∗ is below observational completeness and the difference between

merger trees decreases. Below M∗ ≈ 103−104M⊙ the cumulative SMF flattens. The

fraction of haloes that host a galaxy (halo occupation fraction) increases rapidly

above Mvir,peak ≈ 108M⊙, and it is insensitive to the free parameters in our Pop II

SF model. Our fiducial SMHM relation is consistent with the ones in GK14 and

N20. We find that the slope of the SMHM relation for stellar masses is determined

by the exponent αout and normalisation mass Mnorm in the outflow efficiency. We

also observe a plateau in the SMHM relation at Mvir,peak ≤ 109M⊙. This plateau

represents a minimum stellar mass that forms before SNe occur and quench further

star formation, which is mainly determined by the Pop II star formation efficiency

ηII.

We further examine how αII, the slope of Pop II IMF at the high mass end
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(Mstar > 0.5M⊙), influences the results. For a top-heavy IMF, with αII below the

Kroupa (2001) value, the fraction of SNe at given stellar mass is lower, leading to

weaker feedback. On the contrary, for a more bottom-heavy IMF, the fraction of

SNe at given stellar mass is higher and the resulting stellar feedback is stronger.

Therefore, galaxies have higher stellar mass in simulations with steeper αII than in

those with shallower αII. Finally, we examine the impact of different Mcrit models

and of the streaming velocity. We compare three different Mcrit approaches: 1) the

default model from Eqs. 9 and 10 in Schauer et al. (2021), which we denote as S21,

2) a combination of Mcrit formulae from O’Shea and Norman (2008), Hummel et al.

(2012), and Stacy et al. (2011), which we denote as OHS, and 3) Mcrit formula from

Fialkov et al. (2013), which we denote as F13. We find that model OHS produces

a factor of few more ultra-faint dwarf galaxies and the effect of streaming velocity

is negligible. Models S21 and F13 show similar dependence on streaming velocity

that NUFD decreases as vBC increases and stays constant after vBC = 2σrms. In

model OHS, the halo occupation fraction experiences a slower decrease as Mvir,peak

decreases, whereas in models S21 and F13, the halo occupation fraction expreiences

a plummet at Mvir,peak ≈ 108M⊙.

The newly implemented Pop II SF model in a-sloth provides us an efficient and

reliable framework to follow the formation of individual stars and their corresponding

feedback at appropriate timings. This new model also enables us to examine the

properties of surviving stars individually. We plan to perform follow-up studies on

the properties of metal-poor stars in MW dwarf satellite galaxies at z = 0.



3
Analyse the simulated data with unsupervised

clustering algorithms

This chapter is based on a paper that has been submitted to MNRAS. I am the

first author and conduct the simulation and the analysis. The proposed method is

primarily developed together with Tilman Hartwig. The text is majorly written by

me and the listed coauthors provide physical insights and suggestions.

Abstract

We develop a new analysis method that allows us to compare multi-dimensional

observables to a theoretical model. The method is based on unsupervised clustering

algorithms which assign the observational and simulated data to clusters in high

dimensionality. From the clustering result, a goodness of fit (the p-value) is deter-

mined with the Fisher-Freeman-Halton test. We first show that this approach is

robust for 2D Gaussian distributions. We then apply the method to the observed

MW satellites and simulated satellites from the fiducial model of our semi-analytic

code a-sloth. We use the following 5 observables of the galaxies in the analysis:

stellar mass, virial mass, heliocentric distance, mean stellar metallicity [Fe/H], and

stellar metallicity dispersion σ[Fe/H]. A low p-value returned from the analysis tells

us that our a-sloth fiducial model does not reproduce the mean stellar metallicity

of the observed MW satellites well. We implement an ad-hoc improvement to the

physical model and show that the p-value improves by a factor of 2. This method can

be extended to data with higher dimensionality easily. We plan to further improve

the physical model in a-sloth using this method to study elemental abundances of

stars in the observed MW satellites.

61
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3.1 Motivation

Dwarf galaxies formed most of their stars at high redshift and are therefore im-

portant to understanding star formation in the early universe. Due to the shallow

gravitational potential of their host haloes, the star formation in dwarf galaxies is

thought to have stopped during the epoch of reionisation (z > 6; see Brown et al.,

2014; Weisz et al., 2015). In other words, stars that we observe in the dwarf galaxies

today are most likely old (formed > 12 Gyr ago). Many studies of dwarf galaxies

focus on the ones in the MW system or in the Local Group (Belokurov et al., 2010;

Drlica-Wagner et al., 2015; Koposov et al., 2015; Ji et al., 2021). Different properties

of the dwarf galaxies are reported: from the observed populations (Koposov et al.,

2009; Muñoz et al., 2018), the magnitudes, the heliocentric distances, the sizes, and

the stellar velocity dispersions (McConnachie, 2012; Simon, 2019; Wang et al., 2021,

and the references therein), to stellar dynamics (Kirby et al., 2017; McConnachie

and Venn, 2020; Battaglia et al., 2022; Battaglia and Nipoti, 2022), detailed chemi-

cal information (Ji et al., 2016; Reichert et al., 2020; Yoon et al., 2020; Chiti et al.,

2018, 2022), and the star formation history (Weisz et al., 2014; Gallart et al., 2021).

From a theoretical perspective, numerical simulations and semi-analytic mod-

elling of the formation and evolution of dwarf galaxies have been carried out in the

past decades (Ricotti and Gnedin, 2005; Font et al., 2011; Jeon et al., 2017; Sanati

et al., 2022). Among numerous works, various observables or physical quantities are

used to calibrate the models. For example, Starkenburg et al. (2013) reproduced

the luminosity function and spatial distributions of the MW satellites. Salvadori

et al. (2015) successfully reproduced the metallicity distribution functions and star

formation histories of the dwarf galaxies with their semi-analytic model. Wheeler

et al. (2019) matched their simulated dwarf galaxies with the observed stellar mass-

to-halo mass relation and the 2D half-stellar-mass radii. Other works aim to study

individual dwarf galaxies with higher numerical resolution. For instance, Safarzadeh

and Scannapieco (2017) studied the r-process enrichment in ultra-faint dwarf galax-

ies and found one of their simulated haloes being similar to Reticulum II. Romano

et al. (2019) simulated an isolated dwarf galaxy to understand the importance of

stellar feedback in the formation of Boötes I.

The amount of data coming from either observations or simulations increases

drastically as observational and computational technology continues to improve. To

maximise the information gain from this data, machine learning has been proved

to be a powerful tool in many astronomical fields. To give a few examples, Garcia-

Dias et al. (2018) used K-Means unsupervised clustering to classify over 150,000
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spectra. Reis et al. (2019) developed a data visualisation portal to help researchers

spot anomalies in high dimensional astronomical data and dimensionality reduction.

Logan and Fotopoulou (2020) used Hierarchical Density-Based Spatial Clustering

of Applications with Noise to distinguish stars, galaxies and quasars. Ksoll et al.

(2021a,b) used the algorithm ransac to determine the reddening properties of mas-

sive stars in giant molecular clouds and built a catalog for > 450,000 stars. Kang

et al. (2022) used conditional invertible neural network to study properties of young

massive stars with emission lines. Wang et al. (2022) utilised a convolutional neural

network to recover the cosmic microwave background signal.

In this work, we introduce a different analysis method to help us analyse the

results produced by our semi-analytic code a-sloth (Hartwig et al., 2022; Magg

et al., 2022). a-sloth has been used to make predictions of Population III survivors

in the MW, (Hartwig et al., 2015), Population III supernovae rate (Magg et al.,

2016), to study the inhomogeneous mixing (Tarumi et al., 2020), and the properties

of the MW satellites (Chen et al., 2022). With the help of unsupervised clustering

algorithms, we do not compare individual properties of the observed and simulated

galaxies separately as it is done in most of the earlier works, but consider multiple

physical quantities altogether.

3.2 Method

We aim to compare our simulated data with observables in high-dimensional data

space. One value should determine whether the simulated data and the observational

data come from the same underlying distribution. In 1D, a renowned test to compare

two data distributions is the Kolmogorov–Smirnov test Kolmogorov (1933, K-S)

test. It computes the maximal Euclidean distances between the two distributions

and return a p-value, which helps us reject the null hypothesis. Generalisation of the

K-S test to 2D data is shown in the 1980s (Peacock, 1983; Fasano and Franceschini,

1987). In the following sections, we first describe the observed galaxies and the

simulated galaxies used in the analysis. We then describe how we determine whether

the physical model in a-sloth is successful at reproducing the observed properties

of the MW satellites.

3.2.1 Observational data

Among the properties of the MW satellites, we are most interested in the stellar mass

(M∗), virial mass (Mvir), distance to the Sun (D⊙), the mean stellar metallicity
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([Fe/H]) and the stellar metallicity dispersion (σ[Fe/H]). We collect the following

values of the observed MW satellites from Simon (2019) and the references therein:

the V-band absolute magnitude MV, distance to the Sun D⊙, the stellar velocity

dispersion σ∗, and the half light radius Rhalf . We compute ⟨[Fe/H]⟩ and σ[Fe/H]

from individual detections in the SAGA database1 (Suda et al., 2008, 2017), except

for Horologium I, Tucana III, Grus I, and Pisces II. These four galaxies have ≤ 3

detections available in the SAGA database. Therefore, we obtain ⟨[Fe/H]⟩ and

σ[Fe/H] for these galaxies again from Simon (2019). For Reticulum II, we add 5

newly detected stars reported by Chiti et al. (2022) and compute the mean [Fe/H]

and the standard deviation along with the data from the SAGA database. To

obtain the stellar mass of the observed satellites from MV , we simply assume a

stellar mass-to-light ratio of 1 (McConnachie, 2012).

It is observationally challenging to estimate the virial masses of dark matter

haloes in which the observed galaxies reside, because we cannot observe dark matter

directly. On top of that, there is also no clear boundary of the dark matter halo.

Some researchers utilise the observed stellar velocity dispersion and model the dark

matter haloes of observed MW satellites (Muñoz et al., 2006; Walker et al., 2007;

Chiti et al., 2021b). Errani et al. (2018) provided an estimate of mass enclosed in

1.8Rhalf for dwarf spheroidal galaxies

M(< 1.8Rhalf) = 3.5× 1.8Rhalfσ
2
∗G

−1, (3.1)

where G is gravitational constant and Rhalf is the half-light radius. We adopt virial

masses of the observed MW satellites if they are provided in the literature, otherwise

we simply take Mvir = 10M(< 1.8Rhalf). This factor of 10 is relatively arbitrary.

From the 8 galaxies that have literature values, the difference between Mvir and

M(< 1.8Rhalf) is on the order of 10. Therefore we adopt 10 as the fiducial value

but this is to be improved with more precise computation of the virial mass for each

observed MW satellite. The physical quantities of observed MW satellites are listed

in Table 3.1.

1http://sagadatabase.jp/

http://sagadatabase.jp/
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Note that the Small Magenllanic Cloud (SMC) and the Large Magellanic Cloud

(LMC) are excluded in this analysis because there is no implementation of Type Ia

Supernovae in a-sloth, which is required to explain the chemical features of SMC

and LMC (Tsujimoto et al., 1995; Rolleston et al., 2003; Van der Swaelmen et al.,

2013). In addition, we do not consider Leo T in the sample because it is located

at > 400 kpc from the MW and the merger trees that we use only consider galaxies

within the virial radius (∼ 300 kpc) of the MW as satellites (Sec. 3.2.2). Finally, we

apply a selection function to the galaxies based on their heliocentric distances and

V-band absolute magnitudes (Koposov et al., 2009),

log10(D⊙/1kpc) < 1.1− 0.228MV, (3.2)

to account for the observational incompleteness and to make fair comparison with

the simulation.

3.2.2 Simulated MW satellites

We generate simulated MW satellites by running the fiducial model of a-sloth

(Hartwig et al., 2022; Magg et al., 2022). We briefly summarise the model here.

a-sloth is a semi-analytic model that takes dark matter merger trees as input. It

assigns the baryonic content inside the haloes based on the included physical models.

The physical processes include stochastic star formation of metal-free and metal-poor

stars, kinematic and chemical feedback from Type II SNe and Pair instability SNe,

tracing of elemental abundances of the SNe yields in the ISM and individual stars.

We utilise 30 dark matter merger trees from the Caterpillar project (Griffen et al.,

2016). Note that in the Caterpillar project, they only consider galaxies within

300 kpc from the MW as satellites. We apply the same selection function as in

Sec. 3.2.1 to filter out small, distant galaxies.

Since the location of the Sun is not known from the dark matter only simulation,

we randomly pick the solar position in the MW at a radius of 8.5 kpc (Koposov et al.,

2009) and compute the the distance to the Sun for a-sloth simulated satellites with

D⊙ =
√

8.52 +D2
MW − 2× 8.5×DMW × cos(ϕ), (3.3)

where DMW is the distance to the MW centre (in kpc) from the simulations, cos(ϕ)

is a random number uniformly distributed between -1 and 1, and ϕ is the angle

between the vectors from the MW centre to Sun and to the satellite. We only
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consider satellites with stellar masses < 108M⊙ since we do not aim to compare

with SMC and LMC. Due to the uncertainty in the solar position, we determine the

final p-value of our fiducial model by running the analysis 100 times and take the

geometric mean of these 100 p-values as the final p-value.

3.2.3 Unsupervised clustering algorithm

The fiducial unsupervised clustering that we use is the Agglomerative clustering.

Agglomerative is a bottom-up hierarchical clustering algorithm. It starts by pairing

the data points and then merge the pairs into clusters, eventually leading to a tree-

like diagram, the dendrogram (Pedregosa et al., 2011). In principle, the algorithm

does not aim to find “n clusters”, therefore, a pre-assigned number of clusters is

not required. When the user assigns the number of clusters they want to find, the

algorithm stops the merging when the number of clusters is reached. Data points

are then returned with labels, indicating which cluster they belong to. We discuss

other unsupervised clustering algorithms and the dependence of the result on the

number of clusters in Sec. 3.3.

3.2.4 Goodness of fit

Once the clusters are found by the unsupervised clustering algorithm, we construct a

contingency table that shows how many observed galaxies and simulated galaxies are

assigned to the clusters. In Table 3.2, we show an example. There are two subsets

with uneven sizes drawn from two Gaussian distributions, which are separated by

1σ. We apply different unsupervised clustering algorithms to find 4 clusters. The

actual numbers of data points from each subset that are assigned to the clusters are

listed.

To determine the p-value from the contingency table, there is the Pearson’s chi-

squared test (Pearson, 1916). It computes the differences between the expected

values and the actual outcome. The difference then corresponds to a p-value. There

is no limitation on data dimensionality to apply the Pearson’s chi-squared test.

However, one has to make sure that the expected frequency is larger than 5. It is

therefore not suitable to use the Pearson’s chi-squared test when the number of data

points is small. Since we aim to compare two datasets in high dimensional space and

there are only a handful of observed MW satellites, it is likely that there are very

few observed MW satellites in the clusters, leading to small expected frequencies.

Therefore, we decide to use the Fisher-Freeman-Halton exact test (Fisher, 1934;

Freeman and Halton, 1951), as the fiducial test. It computes the probability of
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KMeans Cl. 1 Cl. 2 Cl. 3 Cl. 4 p-value
Small subset 22 0 7 1 1.33×10−7

Large subset 1668 1606 1398 1298

Agglomerative p-value
Small subset 8 22 0 0 3.85×10−8

Large subset 2203 1469 1210 1088

Spectral p-value
Small subset 23 0 6 1 1.04×10−5

Large subset 2311 1643 1050 966

BIRCH p-value
Small subset 29 0 0 0 5.93 ×10−9

Large subset 2572 2526 712 160

Table 3.2: Exemplary contingency tables: we draw two subsets from two 2D Gaus-
sian distributions and apply four different unsupervised clustering algorithms to
find four clusters. The underlying Gaussian distributions are separated by 1σ. The
listed p-values are computed with the null hypothesis that both subsets are drawn
from the same distribution. All of the unsupervised clustering algorithms yield small
p-values and allow us to (correctly) reject the null hypothesis.

the observed outcome (the contingency table) based on the ratio of the sizes of the

two datasets. For example, in Table 3.2, the size ratio of the Small subset to the

Large subset is 30:5570. The KMeans clustering assigns 0 data points from the

Small subset to Cluster 2. It is expected that the probability of observing this is

small, which leads to a small p-value. The Fisher-Freeman-Halton exact test is not

dependent on the number of data points in each cluster and has no limitation of

data dimensionality.

If the two datasets do not come from the same underlying distributions (whether

it’s Gaussian-like distribution or the real data), we expect the unsupervised clus-

tering algorithm to assign data points from different subsets to different clusters

and a low p-value from the Fisher-Freeman-Halton exact test. This is illustrated in

Table 3.2.

3.3 Results

In this section, we first show results from test cases where we use datasets sampled

from Gaussian distributions to show that our method works. Next we present the

main results from our analysis: the p-value of our fiducial model where we consider

all MW satellites in 30 Caterpillar trees as one dataset (the Ensemble) and the p-

values where we consider MW satellites in individual Caterpillar trees as individual
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datasets. We compare results from different unsupervised clustering algorithms and

discuss the dependence of our results on the number of clusters and justify our choice

of fiducial value.

3.3.1 Application to Gaussian distributions

To illustrate that our method can distinguish good models from bad models, we

test it with two-dimensional Gaussian distributions first. Most importantly, we are

interested in the dependence of the p-value on the number of clusters. In Fig. 3.1 we

show p-value vs. the number of clusters for three test cases. In case 1, we sample 2

subsets from two identical two-dimensional Gaussian distributions. In case 2 (3), we

shift one of the Gaussian distributions by 0.5 (1.0) σ before we sample data points

from it. Subset 1 has 30 data points and subset 2 has 5570 data points, which is

roughly the ratio of observed satellites to simulated satellites that we will use later.

1. Different unsupervised algorithms

Here we compare different unsupervised clustering algorithms: KMeans, Ag-

glomerative hierarchical clustering, Spectral clustering, and Balanced Iterative

Reducing and Clustering using Hierarchies (BIRCH).

We briefly summarise the concept in these algorithms: in KMeans, the user

assigns the desired number of clusters. The algorithm assigns the centres of

the clusters and iterates to minimise the variance within each cluster. In

Agglomerative hierarchical clustering, each data point starts as an individual

clusters and clusters are then merged based on the distance between them.

Spectral clustering first computes the similarity matrix, which estimates the

similarity between the data points from the original input data. It then clus-

ters the data points with higher similarities using existing methods such as

KMeans. BIRCH does not use the distances in the original parameter space

but first builds clustering features (CFs) for the input data. These CFs are

then organised into a height-balanced CF tree. It then applies the Agglomer-

ative algorithm to cluster the leaves in the CF trees. The description of these

unsupervised clustering algorithms and their usage can be found in Pedregosa

et al. (2011).

From Table 3.2, we observe that KMeans finds clusters with even sizes, whereas

BIRCH finds clusters with the most uneven sizes. The p-values obtained from

these four clustering algorithms range from 10−5 to 10−9. Although the range

in values is large, all of the p-values are sufficiently small such that we can
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reject the null hypothesis that the data come from the same underlying distri-

bution. Although KMeans is the easiest-to-understand algorithm, it has some

limitations. KMeans is not good at handling outliers or identifying clusters

with non-convex shapes and there is an assumption of the number of clusters

to be found. Therefore, as mentioned in Sec. 3.2.3, we choose Agglomerative

as the fiducial clustering algorithm and apply it to our data.

2. Dependence of p-value on the number of clusters

The four unsupervised algorithms all allow or require a user-defined number

of clusters. Here we show the dependence of the p-value on the number of

clusters. When we draw the subsets from two identical Gaussian distributions

(case 1), the p-values are similar regardless of the number of clusters. When

the Gaussian distributions are separated by 0.5 σ, we observe a small decrease

in the p-value when the number of cluster increases from 2 to 3, but the value

stays almost constant afterwards. When the Gaussian distributions are sepa-

rated by 1.0 σ, the decrease in p-value continues until 5 clusters and we start

to observe distinctive p-values from the 4 unsupervised cluster algorithms. At

1σ apart, our method returns p-values below 0.01 which gives us confidence

to reject the null hypothesis that the two subsets come from the same under-

lying distribution. Ideally, the p-value should be independent of the number

of clusters. However, if the number of clusters is small, it is likely that most

of the data points are in any case assigned to only one or two of the clusters,

which could lead to a p-value that is biased towards the higher value. Thus,

we choose 5 clusters as the fiducial value.
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Figure 3.1: p-value vs. number of clusters with different unsupervised clustering
algorithms. There are three test cases: In case 1, we draw two subsets from two
identical Gaussian distributions. In case 2 (3), we shift one of the Gaussian distri-
butions by 0.5 (1.0) σ before sampling the subsets. Subset 1 has 30 data points and
subset 2 has 5570 data points, which is roughly the ratio of observed MW satellites
to simulated satellites. The colours indicate different unsupervised clustering algo-
rithms. The circles, squares, and triangles show results from case 1, 2 and 3 (0, 0.5,
and 1.0 σ), respectively.

3.3.2 Clustering result and the p-value from our fiducial

model

We show an example of the clustering result from our a-sloth fiducial model in

Fig. 3.2. All simulated galaxies from 30 Caterpillar trees are considered (the Ensem-

ble). The data in each dimension is normalised before applying the Agglomerative

clustering with 5 clusters. The clustering result is projected onto the ⟨[Fe/H]⟩-M∗

space and the mean values are shown in bold font. Galaxies that are assigned to
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different clusters are shown with different colours. The observed and the a-sloth

simulated satellites are shown with squares and circles, respectively.

Figure 3.2: An example of unsupervised clustering from the fiducial model of a-
sloth and the observed satellites, which is projected onto the ⟨[Fe/H]⟩-M∗ space.
The data is normalised in each dimension before we apply the unsupervised cluster-
ing and the means are shown in bold font. In this analysis we use Agglomerative
with 5 clusters. Galaxies that are classified in different clusters are plotted with
different colours. Observed MW satellites are shown in squares and a-sloth simu-
lated MW satellites are shown in circles. The p-value for this example is 10−2.2.

As mentioned in Sec. 3.2.2, we run the same analysis 100 times to take into ac-

count of the randomness in the solar position and obtain 100 p-values. We compute

the geometric mean of the 100 p-values that we obtain with the Ensemble and take

it as the final p-value for our fiducial model, which is 10−3.5±1.4. In Fig. 3.3, we

show the mean p-values with 1 standard deviation of 30 Caterpillar trees individ-

ually along with the p-value from the Ensemble. We find that the p-values from
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individual Caterpillar trees span a wide range. For example, in one specific run

for Tree H1631582, the algorithm finds two clusters that only consist of the simu-

lated galaxies (Fig. 3.4), which leads to a p-value of 10−9.6. This differences of the

p-values from individual Caterpillar trees indicate that some Caterpillar trees are

more similar to the MW than the others. Further analysis of the merger histories

of the individual Caterpillar trees with high p-values could potentially tell us more

about the merger history of the MW.

Figure 3.3: The p-values from 30 Caterpillar trees as individual dataset and the
p-value from the Ensemble (data from 30 trees combined before conducting the
analysis). Mean and 1 standard deviation from 100 runs of the analysis are shown
with error bars.

Similar to Sec. 3.3.1, we test the dependence of the p-value on the number of

clusters and different unsupervised clustering algorithms. The results are shown in

Fig. 3.5. We observe a decrease in the p-value as the number of clusters increases

among all four algorithms. With the observed and simulated MW satellites, we do

not observe a clear flattening in the p-value, compared to the test data with Gaussian

distributions. The scatter across the 100 runs is the smallest with the Spectral al-

gorithm. Nevertheless, with Ncl = 5, the p-value from the Agglomerative algorithm

is sufficiently low, which allows us to reject the null hypothesis that the observed

satellites and simulated satellites come from the same underlying distribution.
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Figure 3.4: Similar to Fig. 3.2 but for one specific tree H1631582, which has the
lowest p-value among the 30 Caterpillar trees. Two clusters only consist of simulated
satellites and the p-value for this specific run is 10−9.6.

3.4 Discussion

3.4.1 Properties of the simulated MW satellites

In this section we discuss the reason why our a-sloth fiducial model does not re-

produce the observables of interest in more details. In Fig. 3.6, we show histograms

of the five physical quantities that are used in our analysis from both the observed

and simulated satellites (fiducial and improved model). The a-sloth fiducial model

reproduces the stellar mass of the MW satellites well. This is expected because we

use the stellar mass of MW satellites explicitly to calibrate our model in Hartwig

et al. (2022). The biggest difference between the observed MW and simulated satel-

lites from the lies in the mean stellar [Fe/H], where we observe a difference of ∼ 1

dex. The overall distribution of the standard deviation of stellar [Fe/H] among the
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Figure 3.5: p-value v.s. number of clusters from our fiducial model. We show the
mean and 1 standard deviation from 100 runs of analysis with error bars. Results
from the four clustering algorithms are plotted with different colours.

satellites is similar between the observed one and the fiducial model. There are a

small number of simulated satellites that have scatter larger than 1 dex among the

stars.

In the fiducial model of a-sloth, we assume that the metals ejected from the

halo mix with the inter-galactic medium (IGM) homogeneously and instantaneously.

In reality, it is more likely that the metals are mixed inhomogeneously and over a

longer time-scale than the time steps in the merger trees. We here implement a

temporary fix where we assume that the metals ejected from the host halo of the

galaxy mix with the IGM inhomogeneously and remain in proximity to the halo. The

re-accreted gas therefore has a higher metallicity than simply assuming homogeneous

mixing in a volume much larger than the accretion volume. In Fig. 3.7, we show the

p-values from both the fiducial (blue) and improved (brown) models. The p-value

from the Ensemble improves from 10−3.50±1.42 to 10−2.70±0.97.

The dynamic range of p-value is much smaller compared to Fig. 3.3. This is

likely because of the improvement in our physical model. In addition, there are now

5 Caterpillar trees with p-values ≳ 0.05, below which is the typical value that one

can reject the null hypothesis. Whereas from the fiducial model, there are only 3
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Figure 3.6: Normalised, cumulative histogram of the five physical quantities used in
the analysis from our fiducial model, improved model, and the observation. From
top to bottom: stellar mass, helicocentric distance, mean stellar [Fe/H], standard
deviation of stellar [Fe/H], and the virial mass of the halo. The observation is plotted
in green, the a-sloth fiducial model is plotted in blue, and the improved model is
plotted in brown.
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Figure 3.7: Similar to Fig. 3.3 but we add the p-values from the improved model in
brown. The p-values from the fiducial model is shown in blue.

Caterpillar trees with p-values ≳ 0.05. The cumulative distribution of mean stellar

metallicity ⟨[Fe/H]⟩ from the improved model is shown in Fig. 3.6. This illustrates

that the change of the p-value does reflect the improvement of the model. However,

we also find some of the Caterpillar trees actually have lower p-values from the

improved model than from the fiducial one. Despite the fact that the overall range

of ⟨[Fe/H]⟩ is now more similar between the observation and the improved model (see

Fig. 3.6). The improved model still does not reproduce the cumulative distribution

completely, which is why not p-values from all 30 Caterpillar trees improve. Note

that this is only a temporary fix of the problem and we plan to further look into the

metal mixing model in a-sloth and improve it.

3.4.2 p-value vs. properties of the MW-like galaxies

We show the p-values of individual Caterpillar trees vs. some properties of the main

galaxies (the MWs) in the trees, e.g. the virial mass of the halo at z = 0, the stellar

mass at z = 0, number of Pop II progenitors, number of satellites after applying the

selection function, number of major halo growth (∆M/M > 30%), and the redshift

of most recent major halo growth in Fig. 3.8. The number of Pop II progenitors is
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defined to be the number of branches that have undergone Pop II star formation

in the merger tree of the main galaxy. We find no clear correlation between the

p-values and the virial mass, nor the stellar mass at z = 0, nor number of satellites.

Interestingly, there is a positive correlation between the p-value and the number of

Pop II progenitors in both the fiducial model and the improved model. In addition,

there is a positive correlation between the number of major growths and the p-value,

while these major growths occur mostly before z = 2.

Figure 3.8: The p-values of individual Caterpillar trees vs. the properties of the
main halo: the virial mass at z = 0, the stellar mass at z = 0, number of Pop II
progenitors, number of satellites (after applying the selection function), number of
major halo growths (∆M/M > 30%), and the redshift of most recent major halo
growth. Data from the fiducial model and the improved model are shown in blue
and brown, respectively. The pairs of data points from the same trees are connected
with thin black lines. The data is shifted slightly in the y-axis such that the pairs
can be more easily identified.

3.4.3 Caveats

The stars listed in the SAGA database do not come from one survey or one group and

may not be complete. As discussed in Suda et al. (2017), some stars are detected

by different groups and may have different abundances in the literature. Values
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with the highest “priority parameter” are the fiducial values, which are the ones we

take in our analysis. The resolving power, the publication year, whether ionisation

state or molucules are used, the uncertainty, and the upper/lower limit are taken

into account to determine the priority parameter. We also note that there are only

29 MW satellites listed in the SAGA database, while there are more than 50 MW

satellites found (Muñoz et al., 2018). We aim to extend the study to individual stars

in the dwarf satellites, therefore, the SAGA database is used. After applying the

selection function, there are 25 observed MW satellites and an average of > 200 MW

satellites from the Caterpillar trees. This leads to the long-standing issue with the

ΛCDM simulations, the “missing satellite problem” (Kauffmann et al., 1993; Moore

et al., 1999; Klypin et al., 1999), which is beyond the scope of this analysis and the

physical models in a-sloth.

3.5 Summary

In this work, we introduce a new analysis method that helps us analyse the results

from the fiducial model of our semi-analytic code a-sloth. Unlike other earlier

studies, we are able to calibrate the model with multiple observables in one go.

The observed and simulated satellites are clustered in a 5-dimensional space using

the unsupervised Agglomerative hierarchical clustering algorithm. We obtain a p-

value based on the clustering result from the Fisher-Freeman-Halton exact test,

which tells us whether the observed and simulated satellites come from the same

underlying distribution.

We first test our method with two two-dimensional Gaussian distributions to

compare results from different unsupervised clustering algorithms (KMeans, Ag-

glomerative, Spectral, and BIRCH) and study the dependence on the number of

clusters. KMeans (Spectral) is the most discriminatory algorithm. However, one

needs to presume the number of clusters and the pursuit of even sizes of clusters

can lead to non-intuitive result. In contrary, the algorithm of Agglomerative hi-

erarchical clustering does not depend on the number of clusters. It builds up a

dendrogram and depending on the number of clusters requested, it returns the la-

belled data points based on the dendrogram. When the two Gaussian distributions

are separated by 1 σ, we find sufficiently low p-values that allow us to reject the null

hypothesis, which assumes that the two distributions come from the same under-

lying distribution. We observe a decrease in p-values when the number of clusters

(Ncl) increases. At Ncl ≥ 5, we start to observe converged p-values. Therefore, we

adopt Agglomerative with 5 clusters as the fiducial values.
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We then apply this method to the a-sloth simulated MW satellites and the

observed ones. There are 5 physical quantities used in the analysis: the stellar mass

M∗, the heliocentric distance D⊙, the virial mass Mvir, mean stellar metallicity

⟨[Fe/H]⟩, and the scatter among the stellar metallicity σ[Fe/H]. The simulation is run

with the fiducial model in the semi-analytic code a-sloth and we use 30 Caterpillar

trees Griffen et al. (2016). Due to the limitation of spatial information within the

halo, we sample the solar position and run the analysis 100 times. The geometric

mean of the 100 p-values is taken as the final p-value, which is 10−3.50±1.42 from our

fiducial a-sloth model. This tells us that the simulated MW satellites from our

fiducial model do not come from the same underlying distribution of the observed

ones, i.e., the physical model in a-sloth is not good enough.

We further analyse the simulated MW satellites and find that although the fidu-

cial model in a-sloth is able to reproduce the cumulative stellar mass function

and the stellar mass-to-halo mass relation at z = 0 well, it is not able to repro-

duce the chemical properties of the observed MW satellites. Most of the a-sloth

simulated satellites have stellar metallicity almost 1 dex lower than the observed

ones (Fig. 3.6). This is most likely due to the assumption of homogeneous mixing

when we determine the matallicity of the accreted inter-galactic medium. We im-

plement a temporary model that assumes inhomogeneous mixing and therefore the

metallicity of the accreted gas is higher than the one when we assume homogeneous

mixing. The p-value from this temporary model is improved to 10−2.7±0.97. We fur-

ther compare the p-values from individual Caterpillar trees with the properties of

the MW-like galaxies: the virial mass at z = 0, the stellar mass at z = 0, the number

of Pop II progenitors, the number of satellites after applying the selection function,

on function), number of major halo growths (∆M/M > 30%), and the redshift of

most recent major halo growth. There is a positive correlations between the p-value

and the number of Pop II progenitors or the number of major halo growths, whereas

the p-value is uncorrelated with the other properties. This implies that the merger

histories of some of the Caterpillar trees are more similar to the one of the MW.

This new method of comparing observational and simulated data in high-dimensional

space can distinguish a good model from a bad one easily. It has no limitation on

the data size or how the data distribution looks like. We aim to further improve the

physical model in a-sloth and continue using this method. More importantly, we

plan to consider stellar information such as [C/Fe], [Ba/Fe], [Eu/Fe], etc, to study

the formation of individual stars of the MW satellites in our future works.
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Location of extremely metal-poor stars in the

Milky Way/M31 analogues in TNG50

This chapter is based on a paper currently in preparation. We plan to submit the

manuscript to MNRAS after the submission of this thesis. I am the first author and

conduct all the analyses. The text is primarily written by me. The listed coauthors

provide physical insights and suggestions on the phrasing.

Abstract

We analyse the location of extremely metal-poor stars (EMP, [Fe/H] < −3) in

198 MW/M31-like systems in the TNG50 simulation. Each main galaxy is divided

into four kinematically-defined morphological stellar components based on stellar

circularity and galactocentric distance, namely Bulge, Disk, Warm, and Stellar halo,

in addition to Satellites (with stellar mass ≥ 5 × 106M⊙). According to TNG50,

the Stellar halo and Satellites have the highest fraction of MEMP-to-M∗ fraction. We

also observe that the Stellar halo hosts most of the EMP stars in the system, i.e.,

it has the highest MEMP,comp-to-MEMP,all ratio among the components. We examine

the dependence of our results on the metallicity threshold and find that Stellar halo

remains the component where one most likely finds an EMP star. The results of

this work provides a theoretical prediction for the location of EMP stars from both

the spatial and kinematic perspectives.

82
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4.1 Motivation

EMP stars (Beers and Christlieb, 2005) are one of the best candidates to study

the first generation, metal-free stars. Due to their low metallicity, it is likely that

the gas where these EMP stars formed is polluted by only a handful of or even

one Pop III star (Ishigaki et al., 2014; Keller et al., 2014; Tominaga et al., 2014; Ji

et al., 2015; Placco et al., 2015, 2016; Fraser et al., 2017; Ishigaki et al., 2018; Magg

et al., 2018; Hartwig et al., 2018). Previous numerical simulations showed a wide

range of stellar metallicity of the second generation stars. Yoshida et al. (2004)

found that gas metallicity can reach to 10−4Z⊙ by pair instability supernovae at

z ∼ 15− 20 already. Smith and Sigurdsson (2007) observed a distinct transition of

star formation mechanism at 10−3Z⊙. Greif et al. (2010) found that the metallicity

of the gas in their recollapsing galaxies reached up to [Fe/H] ∼ −3. Jeon et al.

(2014) showed that a single core-collapse Pop III supernova can enrich the gas to

[Fe/H] ∼ −4. Smith et al. (2015) found the gas having [Fe/H] ∼ −5 in their

externally enriched, second generation star-forming halo. Chiaki et al. (2018, 2020)

reported [Fe/H] < −5 in externally enriched halos, −5 < [Fe/H] − 3 in internally

enriched halos, and an extreme case of [Fe/H] ∼ −9.25.

In the past few decades, many researchers have devoted to the search of (ex-

tremely) metal-poor stars in the system of our own galaxy (Lai et al., 2008; Norris

et al., 2013; Frebel and Norris, 2015; Ji et al., 2016; Hansen et al., 2020). For ex-

ample, Yong et al. (2013) reported 190 metal-poor stars, where 10 of them have

[Fe/H] ≤ −3.5. Roederer et al. (2014) analysed 313 metal-poor stars including 19

stars with [Fe/H] ≤ −3.5. Rare stars with [Fe/H] ≤ 6 were also discovered in recent

years (Keller et al., 2014; Nordlander et al., 2019). On the other hand, large surveys

help build up statistical understanding of stars in the MW. Hayden et al. (2014)

analysed 20,000 stars and derived the mean metallicity map of the MW from the

stellar spectroscopic APOGEE survey, where the lowest metallicity is ∼ 0.01Z⊙.

Chiti et al. (2021c,a) studied the metallicity distribution function (MDF) of the

MW and presented metallicities of ∼ 28, 000 stars down to [Fe/H] ∼ −3.75 from the

SkyMapper Southern Survey. The Pristine survey (Starkenburg et al., 2017), where

the Ca H&K lines are used to infer the photometric metallicity, covers ∼ 1000 deg2

of the sky. Spectroscopic studies were followed up for some of the metal-poor stars

(Youakim et al., 2017; Lardo et al., 2021) and a metallicity floor of [Fe/H] = -4.66

(Starkenburg et al., 2018) was reached.

EMP stars are identified almost everywhere in our Galaxy. The Galactic Bulge

is considered to be a potential site of possible Pop III survivors (Schlaufman and
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Casey, 2014) and many very metal-poor ([Fe/H] < −2) stars have been discovered

there (Howes et al., 2015; Garćıa Pérez et al., 2016; Lamb et al., 2017; Arentsen

et al., 2020, 2021). Venn et al. (2020) performed spectroscopic analysis of metal-

poor stars and found various types of orbital features. Some EMP stars are found

to have near-circular orbits (Caffau et al., 2012; Schlaufman et al., 2018; Di Matteo

et al., 2020; Sestito et al., 2020). Lucey et al. (2021) conducted orbital analysis on

stars that are identified in the Galactic Bulge spatially and found that half of their

samples have > 50% possibility of being halo stars that happen to be crossing the

Galactic Bulge. The fraction of such halo stars increases with decreasing metallicity

(in the range of −3 < [Fe/H] < 0.5). Kielty et al. (2021) presented high-resolution

spectra of 30 metal-poor stars and most of them are in the Galactic halo.

In this work, we follow Zhu et al. (2022) and employ an adapted morphological

decomposition of the Galaxy, where both the spatial and kinematic information

of the stars are taken into account. We then analyse the fraction of EMP stars

identified in each component of MW/M31-like systems in the TNG50 simulation.

Earlier, Pakmor et al. (2022) studied the locations and rates of star formation rates

for low-metallicity stars (Z < 0.1Z⊙) in TNG50 but did not extend their study

below z = 0.01Z⊙. We describe the TNG50 simulation and how the MW/M31-like

systems are chosen in Secs. 4.2.1 and 4.2.2. We define morphological components

of the system in Sec. 4.2.3 and show the results in Sec. 4.3. We discuss about

the dependence of our results on the metallicity threshold in Sec. 4.4. Finally, we

conclude this work and our findings in Sec. 4.5.

4.2 Method

In the following sections, we describe the TNG50 simulation and how the MW/M31-

like systems are identified. We also explain the post-processing procedure along with

the definition of morphological components in the system.

4.2.1 The TNG50 simulation

TNG50 (Nelson et al., 2019a; Pillepich et al., 2019) is the highest resolution simula-

tion in the IllustrisTNG1 simulation suite (Marinacci et al., 2018; Naiman et al.,

2018; Nelson et al., 2019b; Pillepich et al., 2018a; Springel et al., 2018). The

simulation starts at z = 127 and runs until z = 0 following the Planck Col-

laboration et al. (2016) cosmology (h = 0.6774, ΛΩ,0 = 0.6911, Λm,0 = 0.3089,

1The simulations of the IllustrisTNG project are fully publically available at https://www.tng-
project.org/(Nelson et al., 2019b).

https://www.tng-project.org/
https://www.tng-project.org/
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Λb,0 = 0.0486, σ8 = 0.8159, and ns = 0.9667). It has a dark matter mass resolu-

tion of 3.1 × 105M⊙h
−1 and a baryonic mass resolution of 5.8 × 104M⊙h

−1 with a

comoving volume of 353Mpc3h−3.

TNG50 is run with the moving mesh code arepo (Springel, 2010). It includes a

large number of physical processes such as primordial and metal-line cooling, heating

by the extragalactic UV background, stochastic, gas-density threshold-based star

formation, evolution of stellar populations represented by star particles, chemical

feedback from supernovae and AGB stars, and supermassive black hole formation

and feedback. The details of the model are described in Weinberger et al. (2017)

and Pillepich et al. (2018b).

4.2.2 MW/M31-like systems in TNG50

To identify analogues of the MW and M31 in TNG50, we use the following criteria

(Engler et al., 2021; Pillepich et al., 2021):

1. the galaxy has a stellar mass, M∗(< 30kpc), in the range of 1010.5−11.2M⊙,

2. its 3D minor-to-major axial ratio s of the stellar mass distribution is less than

0.45 or it appears disky by visual inspection.

3. there are no other galaxies with M∗ > 1010.5M⊙ at a distance of less than

500 kpc,

4. the mass of the host halo is < 1013M⊙.

This leads to identification of 198 MW/M31-like galaxies in TNG50 at z = 0. For

each of these galaxies, we only consider satellites that fulfill the following criteria

(Engler et al., 2021):

1. it is within 300 pkpc (3D) from the main galaxy,

2. it has a stellar mass > 5×106M⊙ within 2 times of the stellar half-mass radius.

We limit the distance of satellites to the main galaxy to reflect that the virial radii

of MW and M31 are approximately 300 pkpc. Due to the mass resolution in TNG50,

a minimum stellar mass of 5 × 106M⊙ is equivalent to resolving a galaxy with at

least 63 star particles. In addition, this mass corresponds to where the bending of

the stellar mass-to-halo mass relation in TNG50 starts. The bending is artificial

and is caused by the mass resolution limit (See Fig. A2 in Engler et al., 2021). The

number of satellites varies among the 198 MW/M31 analogues, from 0 to nearly 20

(see Fig. 3 in Engler et al., 2021).
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4.2.3 Morphological decomposition with kinematics

We classify stars in the main galaxy into four components based on their circularity

ϵz (defined below) and distance from the centre of the galaxy r∗:

1. Disk: ϵz > 0.7 and r∗ ≤ rdisk;

2. Bulge: ϵz ≤ 0.7 and r∗ < rcut;

3. Warm: 0.5 < ϵz < 0.7 and rcut ≤ r∗ < rdisk;

4. Stellar halo: ϵz ≤ 0.5 and rcut ≤ r∗ ≤ rsys plus ϵz > 0.5 and rdisk < r∗ ≤ rsys.

Here, rcut = 3.5 kpc, rdisk = 6rdisk scale length is the disk radius, rdisk scale length is the disk

scale length computed by Sotillo Ramos et al. (in preparation), and rsys = 300 kpc is

the maximum distance that we consider. In other words, we only take into account

of stars that are within 300 kpc of the centre of the main galaxy. We follow Zhu

et al. (2022) and adopt rcut = 3.5 kpc. Zhu et al. (2022) showed that the distribution

of stars with ϵz < 0.5 peaks at < 1.5 kpc for most galaxies in TNG50 and most of

the stars with ϵz < 0.5 are at r < 3.5 kpc (see their Fig. 3). The decomposition of

the main galaxy is shown with a cartoon plot in Fig. 4.1.

Figure 4.1: Cartoon plot of the morphological decomposition of the main galaxy
(not to scale). We adopt rcut = 3.5 kpc, rdisk = 6rdisk scale length, and rsys = 300 kpc.
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Below, we list the steps of how we obtain the stellar circularity ϵz:

1. Shift the origin to the centre of the main galaxy such that r∗ = r∗,ini − rmain,ini

and remove the bulk velocity that v∗ = v∗,ini − vmain,ini.

2. Compute the un-rotated angular momentum of each star in the main galaxy,

j∗ = r∗ × v∗.

3. Sum up orbital angular momenta of all stars in the main galaxy Jgal = Σij∗.

4. Rotate the coordinate system such that the new z-axis is parallel to the angular

momentum of the main galaxy; i.e. ẑ ∥ Jgal.

5. Take the z-component of specific stellar angular momentum after coordinate

rotation for each star in the system, jz,rot.

6. Calculate the value of circular velocity for each star vc =
√

GM(< r∗,rot)/r∗,rot,

where r∗,rot is the stellar distance from the centre of the galaxy after coordinate

rotation.

7. Compute the magnitude of the angular momentum that the star would have if

it were in a circular orbit at the stellar distance from the centre of the galaxy,

namely jc = r∗,rotvc.

8. Finally, we obtain the circularity by ϵz ≡ jz,rot/jc.

The fifth component of the system is the Satellites, where we sum up the stellar

masses in all satellites that belong to the main galaxy. We discuss the scatter across

individual satellites in Section 4.4. Finally, there are five components in a system,

which are Disk, Bulge, Warm, Stellar Halo, and Satellites.

4.2.4 EMP stars in TNG50

The TNG50 simulation traces individual abundances of 9 species: H, He, C, N, O,

Ne, Mg, Si, Fe other than the overall metallicity. We label star particles as EMP

stars if their [Fe/H] is < −3. Note that the mass of star particles in TNG50 is of

the order of 104M⊙ and they therefore do not represent individual stars but star

clusters that form at the same time in the same environment. All star particles that

survive until z = 0 are considered. We compute the EMP mass and stellar mass

in each component to study in which component we are more likely to find EMP

stars. There are two different fractions that we use in this work. The first one is the

MEMP-to-M∗ fraction, where we compute with the EMP and stellar masses in each
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of the components in the system. The other important fraction is the EMP mass in

each component to total EMP mass in the system (MEMP,comp-to-MEMP,all ).

4.3 Results

Here we present the results of our analysis. We discuss direct outputs such as the

spatial distribution and radial profiles of EMP stars and derived results such as the

EMP fraction in different morphological components.

4.3.1 Metallicity distribution function

We show the normalised metallicity distribution functions (MDFs) for MW-mass

galaxies only (M∗(< 30kpc)/M⊙ = 1010.5−10.9, thin grey lines) and compare them

with the observed MW MDF in Fig. 4.2. In the top panel, we overplot the MDF of

the MW from Bonifacio et al. (2021) in magenta and the MDF from Youakim et al.

(2020) in green. Youakim et al. (2020) aimed to study the metallicity distribution

in the Galactic halo. They analysed ∼ 80000 main sequence turnoff stars that have

heliocentric distances between 6 and 20 kpc. The stellar metallicity falls in the

range of −4 < [Fe/H] < −1.05. Bonifacio et al. (2021) analysed ∼ 140000 stars

from SDSS data release 12. These stars locate at ≤ 6 kpc from the Galactic plane

and have distances ≤ 14 kpc from the Galactic centre. The observed MDFs that

we are comparing here do not cover all the stars of the MW, whereas we take all

of the stars in the main galaxy to plot the MDFs of MW analogues in TNG50. To

make a fairer comparison, we normalise the distribution with total number of stars

that have −4 ≤ [Fe/H] < −1.05. The peak of the MDF from Bonifacio et al. (2021)

is lower than the one from TNG50. Both MDFs from Bonifacio et al. (2021) and

Youakim et al. (2020) show convex curves, whereas the MDF from TNG50 appears

to be concave.

In addition, we compare the MDFs at different distances from the Galactic plane

(|z|/kpc) to the MDFs in Hayden et al. (2015). Due to the observational selection

bias, we cannot directly combine their MDFs and compare it to our overall MDFs.

In the bottom three panels of Fig. 4.2, we plot the MDFs from Hayden et al. (2015)

with coloured dashed line, where different lines represent subsets of their sample.

In this comparison, the probability is normalised to the total number of stars. The

overall shape of the MDFs in MW analogues are wider than the ones in Hayden

et al. (2015) at |z| ≤ 1.0 kpc. The widths of the MDFs are more comparable only

at 1.0 < |z| kpc ≤ 2. Overall, TNG50 is able to reproduce the MDFs at high [Fe/H]
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well. To compare the MDF at lower metallicity (e.g. [Fe/H] < −4), we would need

a more complete observational sample.
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Figure 4.2: We show the metallicity distribution functions from MW-mass galaxies
(M∗(< 30kpc)/M⊙ = 1010.5−10.9) in thin grey lines. In the top panel, we compare
the MDFs with the ones from Youakim et al. (2020) (green) and Bonifacio et al.
(2021) (magenta). The probability is normalised to the total number of stars that
have −4 < [Fe/H] ≤ −1.05. In the bottom three panels, we compare the MDFs
of the MW analgoes in TNG50 with the one from Hayden et al. (2015). Stars are
grouped at different distances from the Galactic plane (|z|/kpc) in order to take
into account the observational bias. The probability in the bottom three panels is
normalised to the total number of stars.
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4.3.2 Spatial distribution of EMP stars

Spatially, most of the EMP stars are located in a central region of the system and

we do not observe a clear disk. We show the spatial distributions of EMP stars from

16 MW/M31-like systems with different masses in Fig. 4.3 (edge-on projection). For

comparison, we show the spatial distribution of all stars in Fig. 4.4, where structures

like Bulge and Disk can be clearly seen with visual inspection.

Figure 4.3: Spatial distribution of EMP stars in 16 MW/M31-like systems from
the x-direction (edge-on). The colourbar shows the cumulative stellar mass in each
phase-space cell and a 20 kpc scale bar is shown. The ID is an unique identifier of
the galaxy in TNG50.
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Figure 4.4: Similar to Fig. 4.3 but we show all stars in the system here.
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The stellar circularity ϵz-galactocentric distance phase diagram is shown as an

example in Fig 4.5. Note that stars in Satellites are excluded in this plot. We

overplot the boundaries of different components as in Fig. 4.1 in red. For galaxies

with disks from the visual inspection (Fig. 4.4), we observe over-density around

ϵz = 1 and for bulges in the galaxies, we find over-density around ϵz = 0 and at

small distances, as expected.

Figure 4.5: Stellar circularity ϵz v.s the distance from the centre of the galaxy in
the same 16 MW/M31 analogues as in Fig. 4.3. The red lines show the boundaries
of different components as in Fig. 4.1.
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Next we show the radial distributions of all stars and EMP stars in Fig. 4.6.

We divide the 198 systems into 2 groups: MW-mass where M∗(< 30kpc)/M⊙ =

1010.5−10.9 (McMillan, 2017) and M31-mass where M∗(< 30kpc))/M⊙ = 1010.9−11.2

(Tamm et al., 2012). These two groups are plotted in red and green, respectively.

In the left panel, we plot the mass density of all stars (star symbols) and EMP stars

(squares) at different radii. The mean and 1 standard deviation among the 198

systems are shown. In the right panel, we show the radial profiles of the MEMP(r)-

to-M∗ fraction (circles) and MEMP(r)-to-MEMP,all (triangles) at different radii. The

MEMP(r)-to-M∗ fraction increases as r increases and we observe a clear trend that

MW-mass group shows higher MEMP(r)-to-M∗ fraction than the M31-mass group.

On the other hand, the fraction of EMP stars located at a certain radius to the total

EMP mass (MEMP(r)-to-MEMP,all) decreases as r increases and there is no significant

difference between the two groups.

Figure 4.6: In the left panel, we show radial profiles of the total stellar mass
(star symbols) and the stellar mass of EMP populations (squares) in 198 TNG50
MW/M31-like systems. In the right panel, we show radial profiles of the mean
MEMP(r)-to-M∗ fraction (circles) and MEMP(r)-to-MEMP,all fraction (triangles). We
plot the means along with the 1 standard deviation among the 198 systems. The
orange and magenta lines show galaxies in different groups: MW-mass (M∗(<
30kpc)/M⊙ = 1010.5−10.9)and M31-mass (M∗(< 30kpc))/M⊙ = 1011.9−11.2), respec-
tively.
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4.3.3 EMP frequency in different components

In this section we show the MEMP-to-M∗ fraction of each component v.s. the stellar

mass of the main galaxy in the left panel of Fig. 4.7. The fraction of EMP mass in

each component to total EMP mass (MEMP,comp-to-MEMP,all ) is shown in the right

panel of Fig. 4.7. We find that the MEMP-to-M∗ fraction decreases in Stellar halo

and Satellites as the stellar mass of the main galaxy increases. There is no clear

trend in Bulge, Disk or Warm. We observe that the Stellar halo hosts most of the

EMP stars in the system while the fraction of EMP stars residing in Bulge decreases

as the stellar mass of the main galaxy increases. There is no clear trend in the other

three components and they have a much larger scatter among the 198 systems.

Figure 4.7: Mass fraction of EMP stars in 198 TNG50 MW/M31-like systems
in different morphological components. In the left panel, we show the MEMP-to-
M∗ fraction and in the right panel, we show the MEMP,comp-to-MEMP,all fraction.
Satellites belonged to one main galaxy is considered as one component in the sys-
tem. Bulge, Disk, Warm, Stellar halo, and Satellites in each system are shown in
blue, red, green, yellow, and black circles, respectively.
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4.4 Discussion

As mentioned in Sec. 4.2.3, we consider all satellite stars in a system as one com-

ponent. Here we show the MEMP-to-M∗ fraction for individual satellites in Fig. 4.8.

We find a clear trend that the fraction decreases as the stellar mass of the satellite

increases. The scatter also increases as we go to higher stellar mass.

Figure 4.8: The mass fraction of EMP stars vs. the stellar mass of individual
satellites for all 198 MW/M31-like systems.

Next, we study whether theMEMP,comp-to-MEMP,all fraction changes with different

definitions of EMP stars (different metallicity thresholds [Fe/H]th). In addition to

the fiducial value of [Fe/H]th = −3, we plot three cases where [Fe/H]th = −4,−5,

and −6 in Fig. 4.9. The Stellar halo still hosts the most metal-poor stars and

the difference among the four cases is negligible. We find that the MEMP,comp-to-

MEMP,all fraction decreases in Bulge, Disk and Warm as we lower the threshold,

whereas the MEMP,comp-to-MEMP,all fraction in Satellites increases. For comparison,

we perform the same analysis but increase the threshold. In Fig. 4.10, we show

MEMP,comp-to-MEMP,all fraction for [Fe/H]th = −1,−2, and −3. We notice that the

MEMP,comp-to-MEMP,all fraction drops from ∼ 0.7 to ∼ 0.6 in the Stellar halo when

[Fe/H]th = −1.
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Figure 4.9: MEMP,comp-to-MEMP,all fraction in different morphological components
with different metallicity threshold [Fe/H]th. We show [Fe/H]th = −3,−4,−5,−6
with solid lines, dotted lines, dashed lines, and dot-dashed lines, respectively. The
components are coloured as in Fig. 4.7.

Figure 4.10: Similar to Fig. 4.9 but we show [Fe/H]th = −1,−2,−3 with solid lines,
dotted lines, and dashed lines, respectively.
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Despite being the highest resolution simulation among the suite, TNG50 still

cannot resolve mini-haloes (Mhalo = 105 − 106M⊙) properly. Therefore, some star

formation in mini-haloes, especially at high redshift, may be ignored or delayed in

the simulation. This leads to an underestimate of EMP stars by a small fraction,

which is more relevant for the satellites. For the main galaxies, MEMP can easily

reach 107 − 108, whereas stellar mass formed inside mini-haloes are on the order of

103 − 104.

4.5 Summary

In this work, we analyse the location of EMP stars in 198 MW/M31-like systems

with the TNG50 simulation. The satellites are selected to be within 300 kpc from the

main galaxy and with stellar masses larger than 5×106M⊙ at z = 0. We decompose

the main galaxies into four components, Disk, Bulge, Warm, and Stellar halo based

on the stellar circularity and galactocentric distance. The fifth component of the

system is the Satellites, where we sum up the stellar masses of all satellites in one

MW/M31-like galaxy.

Firstly, we show the metallicity distribution functions of MW-like galaxies and

compare with the existing observed MW MDF from three groups: Hayden et al.

(2015) , Youakim et al. (2020), and Bonifacio et al. (2021). Overall, TNG50 is

able to reproduce the observed MW MDF well at the high metallicity end. To

extend the comparison to [Fe/H] < −4, we need a more complete observational

sample. Next, we show the spatial distribution of EMP stars and their radial pro-

files. We find that EMP stars occupy the central region of the system. However,

we do not observe obvious structures such as Disk or Bulge visually, compared to

spatial distribution of all stars (Figs. 4.3 and 4.4). The EMP mass density de-

creases as the galactocentric distance increases with some bumps, which illustrate

contributions from the Satellites. We also observe that the MEMP(r)-to-M∗ ratio

increases, whereas the MEMP(r)-toMEMP,all ratio decreases, as the galactocentric

distance increases. We further divide the 198 analogues into two groups: MW-mass

(M∗(< 30kpc)/M⊙ = 1010.5−10.9) and M31-mass (M∗(< 30kpc)/M⊙ = 1011.9−11.2).

The noticeable difference between the two groups lies in the MEMP(r)-to-M∗ ratio,

where this fraction is higher in the MW-mass group.

We define two important fractions in this analysis, which are the MEMP-to-

M∗ fraction and theMEMP,comp-to-MEMP,all fraction, where ”comp” refers to the mor-

phological components: Bulge, Disk, Warm, Stellar halo and Satellites. The former

fraction tells us, when we look at a certain component, how much fraction of stars
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we expect to be EMP stars. The latter tells us when given a total EMP mass, in

which component we find the most EMP stars. We show in Fig. 4.7 that the Stellar

halo and the Satellites have the highest MEMP-to-M∗ fraction while there is a larger

scatter in the Satellites. The Stellar halo hosts most EMP stars at a given total

EMP mass and is ∼ 1 dex higher than all the other components. There is a non-

obvious trend in the Bulges that the MEMP,comp-to-MEMP,all fraction decreases as the

stellar mass of the main galaxy increases. We further show the MEMP-to-M∗ ratio of

individual satellites. This ratio decreases as the stellar mass of the satellite increases

and we observe larger scatter at higher masses.

Finally, we discuss about the dependence of our results on the metallicity thresh-

old [Fe/H]th of defining EMP stars (Figs. 4.9 and 4.10). Other than the fiducial

value [Fe/H]th = −3, we tested 5 cases where [Fe/H]th = −1,−2,−4,−5,−6. We

find that the Stellar halo always hosts most of the EMP stars at a given total EMP

mass. The fraction of EMP stars residing in the Stellar halo shows a noticeable

decrease when the threshold is increased to [Fe/H]th = −1. The MEMP,comp-to-

MEMP,all fraction decreases in the Bulge, Disk and Warm when [Fe/H]th is lower,

whereas the MEMP,comp-to-MEMP,all fraction increases in the Satellites. The results

of this work provides theoretical predictions for future search of EMP stars and stars

with even lower metallicity: the chance of finding EMP stars is the highest in the

Stellar halo.



5
Conclusion and outlook

The aim of this thesis is to understand the formation of stars and their properties

in the MW and its satellite galaxies. In Chapter 1, I describe the theoretical back-

ground of galaxy formation, star formation, kinetic and chemical feedback of stars,

stellar populations and our current understanding of the MW system. In particular,

I am most interested in the dwarf galaxies and the EMP stars. There are more

than 50 MW satellites detected to date. However, it is believed that the observa-

tion is not complete. The increase amount of EMP star detections and detailed

elemental abundances of them provide constraints to the models and improve our

understanding of star formation in the early Universe.

In Chapter 2, I describe the work where I develop and implement a new Pop II

SF model in the semi-analytic code a-sloth. This new SF model allows us to track

individual Pop II stars, input the corresponding stellar feedback at appropriate time,

and stellar elemental abundances. This changes the overall SF scenario, compared to

older Pop II SF model in a-sloth. The SF used to be cluster-based and the stellar

feedback is considered with IMF-average values. With the new Pop II SF model,

we observe more sporadic SF events. We utilise 30 Caterpillar dark matter merger

trees and study the SMHM relation at z = 0 in the MW-like systems down to the

ultra-faint regime. The SMHM relation is consistent with the current observation

above the completeness limit (∼ 105M⊙ in stars). There is a flattening of the

SMHM relation and the plateau is determined by the Pop II SF efficiency. This

efficiency determines how much stellar mass forms before the stellar feedback kicks

in and regulate further SF. We compare different models of LW background and

baryonic streaming velocity vbc. We find that the inclusion of vbc suppresses the

star formation in low-mass (< 108M⊙) haloes and therefore, the number of MW

satellites with stars at z = 0 decreases.

To follow up on the study of dwarf galaxies in the MW system, I introduce a

99
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new method to analyse the simulated galaxies and compare them with the observed

galaxies. This is discussed in Chapter 3. The idea is to use unsupervised clustering

to find clusters of galaxies in high-dimensional space and obtain a goodness-of-fit

(p-value) from the Fisher-Freeman-Halton test. If the simulated and the observed

galaxies occupy different regions in the data space, a low p-value (< 0.05) is re-

turned. This would reject the null hypothesis that the observed galaxies and the

simulated galaxies come from the same underlying distribution. This method has no

limitation on the shape of data or dimension. To analyse the results from a-sloth

fiducial model, we collect five quantities of both the observed and the simulated

MW satellites: stellar mass, virial mass, heliocentric distance, mean stellar metallic-

ity ⟨[Fe/H]⟩, and the scatter of stellar metallicity σ[Fe/H]. With this new method, we

find a discrepancy between the observed MW satellites and the simulated ones. The

mean stellar metallicity ⟨[Fe/H]⟩ of a-sloth simulated MW satellites is 1 dex be-

low the observed values. An ad-hoc solution is temporarily implemented in a-sloth

and we find that the p-value improves by a factor of 2.

Lastly in Chapter 4, I study the location of EMP stars in 198 MW/M31-like

systems in the hydrodynamical cosmological simulation TNG50. We decompose the

system based on the spatial and kinematic information of stars into 5 components:

Disc, Bulge, Warm, Stellar halo, and Satellites. Due to the resolution of dark matter

and star particles in TNG50, satellites are defined to have stellar masses larger than

5 × 106M⊙ at z = 0. We quantify two fractions: the fraction of EMP mass to

stellar mass (MEMP-to-M∗ ) in each component and the fraction of EMP mass in

the component to total EMP mass in the system (MEMP,comp-to-MEMP,all ). We find

that Stellar halo has the highest MEMP-to-M∗ ratio and this ratio decreases as the

stellar mass of the main galaxy increases. Most of the EMP mass in the system

resides in Stellar halo (∼ 70%) and MEMP,comp-to-MEMP,all ratio of Stellar halo stays

almost constant among the 198 MW/M31-like systems. In other components, there

is a large scatter in the MEMP,comp-to-MEMP,all ratio and a decrease when the stellar

mass of the main galaxy increases. Only if we change the definition of EMP stars

to [Fe/H] < −1, the MEMP,comp-to-MEMP,all ratio of Stellar Halo shows a noticeable

difference. This analysis provides a theoretical prediction that it is easier to find

EMP stars in the Stellar halo in MW/M31-like systems.

The newly developed star formation model in a-sloth has not reached its full

potential. An extension of the work presented in Chapter 2 is to study the elemental

abundances of EMP stars that survive to z = 0. By studying the assembly history

of the their host haloes, we can identify which ones are directly influenced by the

Pop III stars. The comparison with observation is now possible thanks to many
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researcher who are devoted to the expansion of individual star samples in the dwarf

MW satellites. Moreover, the successful launch of the James Webb Space Telescope

indicates an exciting new era. The frontier of observation is pushed to z > 6 for

individual stars or multi-star systems (Welch et al., 2022) and to z > 10 for galaxies

(Castellano et al., 2022; Harikane et al., 2022; Cullen et al., 2022; Furtak et al., 2022).

Now we have reliable constraints directly from the high redshift Universe. This is

particularly helpful since our current calibration relies on low redshift observations

whereas our research interests lie in the high redshift Universe.

The advantage of semi-analytic model is that it is computationally cheap, which

allows us to perform parameter studies efficiently. However, if we aim to study

the stellar spatial distribution, we need to resort to hydrodynamical simulations.

Therefore, in order to study the EMP stars in the UFDs, we need to improve the

numerical resolution in the hydrodynamical simulations. There are some further

improvements that we can consider for a-sloth. At the moment, we do not consider

Type Ia SNe, which are less important to the SF at high redshift because of the their

time-scales. However, they do influence the SF at low redshift, which the model is

calibrated to. In addition, a-sloth currently does not include the metal production

from either AGB stars or neutron star mergers. As discussed in Sec. 1.4.2, they are

important to understand the peculiar abundance patterns for some metal-poor stars.

The formation of supermassive black holes and feedback from the AGN are also

neglected. AGN is thought to quench star formation by creating massive outflows

and heating up surrounding gas. It can thus change the star formation history of

our simulated galaxies. We aim to further improve the physical models in a-sloth

to have a more complete understanding of the MW system.
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Appendices

A List of commonly used acronyms

A-SLOTH Ancient Stars and Local Observables by Tracing Haloes
CMB Cosmic Microwave Background
EMP extremely metal-poor
IMF initial mass function
LW Lyman-Werner
MW Milky Way
MDF metallicity distribution function
Pop III/II Population III/II
SFR star formation rate
SN supernova
UFD ultra faint dwarf
ZAMS zero-age main-sequence

B List of softwares

a-sloth Magg et al. (2022)
illustris python https://github.com/illustristng/illustris python
matplotlib Hunter (2007)
numpy Harris et al. (2020)
pandas Wes McKinney (2010); Reback et al. (2022)
python Van Rossum and Drake (2009)
Scikit-learn Pedregosa et al. (2011)
scipy Virtanen et al. (2020)
stats in R R Core Team (2013, 2021)
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